
Chapter 16
Biomedical Data Processing Using HHT:
A Review

Ming-Chya Wu and Norden E. Huang

Abstract Living organisms adapt and function in an ever changing environment.
Even under basal conditions they are constantly perturbed by external stimuli.
Therefore, biological processes are all non-stationary and highly nonlinear. Thus
the study of biomedical processes, which are heavily depending on observations, is
crucially dependent on the data analysis. The newly developed method, the Hilbert-
Huang Transform (HHT), is ideally suited for nonlinear and non-stationary data
analysis such as appeared in the biomedical processes. Different from all other data
analysis existing methods, this method is totally adaptive: It derives the basis from
the data and based on the data. As a result, it is highly efficient in expanding any
time series in their intrinsic modes, which reveal their full physical meaning. In
this article, we review biomedical data processing by using HHT. We introduce two
exemplary studies: cardiorespiratory synchronization and human ventricular fibril-
lation. The power and advantages of HHT are apparent from the achievements of
these studies.

16.1 Introduction

Physiological systems are complex and their dynamical properties and the under-
lying biomedical processes can only be studied through some physicological and
pathological data. The adaptation and the interactions and feedbacks amongst our
body systems, however, make the physiological and pathological signals highly
nonlinear and nonstationary [1]; consequently, the resultant biomedical signals
are among the most complicated data there is. Since the underlying dynamics
can only be studied through limited data, data analysis methods play a crucial
role in the outcome. An essential task to analyze biomedical data is to extract
essential component(s) that will be fully representative of the underlying biological
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processes. For this purpose, there should be criteria derived from the data itself
to judge what is the inherent dynamics and what are the contributions of external
factors and noises in the data. To accommodating the variety of complicated data,
analysis method would then have to be adaptive. Here, adaptivity means that the
definition of the basis has to base on and be derived from the data. Unfortunately,
most currently available data analysis methods are based an a priori basis (such as
trigonometric functions in Fourier analysis, for example); they are not adaptive [2].
From the viewpoint of data analysis, the ultimate goal is not to find the mathemati-
cal properties of data, but is to uncover the physical insights and implications hidden
in the data. There are no a priori reasons to believe that a basis functional, however
cleverly designed, is capable of representing the variety of the underlying physical
processes. An a posteriori adaptive basis provides a totally different approach from
the established mathematical paradigm; though it may also present a great challenge
to the mathematical community.

The recently developed Empirical Mode Decomposition (EMD) and the asso-
ciated Hilbert Spectral Analysis (HSA), together designated as the Hilbert-Huang
Transform (HHT) [2], represents such a paradigm shift of data analysis methodol-
ogy. The HHT is designed specifically for analyzing data from nonlinear and nonsta-
tionary processes. From the very beginning, HHT had been proved to be a powerful
tool for biomedical data analysis in research [3–6].

The EMD uses the sifting process to extract monocomponent signal by eliminat-
ing riding waves and making the wave-profiles more symmetric. The expansion
of any data set via the EMD method has only a finite-number of locally non-
overlapping time scale components, known as Intrinsic Mode Functions (IMFs) [2].
Each intrinsic mode, linear or nonlinear, represents a simple oscillation, which has
the same number of extrema and zero-crossing. In comparison with simple har-

Table 16.1 Comparison between Fourier, wavelet, and HHT analysis. Adapted from Ref. [7]

Fourier Wavelet HHT

Basis a priori a priori a posteriori,
Adaptive

Frequency Integral transform
over global
domain,
Uncertainty

Integral transform
over global
domain,
Uncertainty

Differentiation over
local domain,
Certainty

Presentation Energy in frequency
space

Energy in
time-frequency
space

Energy in
time-frequency
space

Nonlinearity No no Yes
Nonstationarity No yes Yes
Feature

Extraction
No Discrete: no

Continuous: yes
Yes

Theoretical base Complete
mathematical
theory

Complete
mathematical
theory

Empirical
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monic functions, the IMF can have a variable amplitude and frequency as functions
of time. Furthermore, these IMFs as bases are complete and orthogonal to each
other. All IMFs enjoy good Hilbert transform such that they are suitable for spectral
analysis. The adaptive properties of HHT to empirical data further make it easy to
give physical significations to IMFs. Table 16.1 summarizes comparisons between
Fourier, wavelet, and HHT analysis [7].

The power and effectiveness of HHT in data analysis have been demonstrated
by its successful applications to many important problems covering engineering,
biomedical, financial and geophysical data. Recently, 2 dimensional version of HHT
[8–12] has also been developed and applied to image processing. Readers interested
in completed details can consult Refs. [2, 7] and Refs. [9–12]. In this article, we
review biomedical data processing by using 1D HHT. Due to the limit of space,
here we focus on two exemplary studies: cardiorespiratory synchronization (CS)
[13–15], and human ventricular fibrillation (VF) [16, 17]. From the outcome of
these studies, the advantages and power of HHT are apparent.

16.2 Empirical Mode Decomposition

The EMD in HHT is developed on the assumption that any time series consists of
simple intrinsic modes of oscillations, and the essence of the method is to iden-
tify the intrinsic oscillatory modes by their characteristic time scales in the data
empirically and then decompose the data accordingly [2]. The resultant components
decomposed from the EMD are IMFs, which are symmetric with respect to the local
mean and have the same numbers of zero crossings and extremes. This is achieved
by sifting data to generate IMFs. The algorithm to create IMFs in the EMD consists
of two main steps [2]:

Step-1: Identify local extrema in the experimental data x(t). All the local maxima
are connected by a cubic spline line U (t), which forms the upper envelope of the
data. Repeat the same procedure for the local minima to produce the lower enve-
lope L(t). Both envelopes will cover all the data between them. The mean of upper
envelope and lower envelope m1(t) is given by:

m1(t) = U (t) + L(t)

2
(16.1)

Subtracting the running mean m1(t) from the original time series x(t), we get the
first component h1(t),

h1(t) = x(t) − m1(t) (16.2)

The resulting component h1(t) is an IMF if it is symmetric and has all maxima
positive and all minima negative. An additional condition of intermittence can be
imposed here to sift out waveforms with certain range of intermittence for physical
consideration. If h1(t) is not an IMF, the sifting process has to be repeated as many
times as it is required to reduce the extracted signal to an IMF. In the subsequent



338 M.-C. Wu and N.E. Huang

sifting process steps, h1(t) is treated as the data to repeat above steps mentioned
above,

h11(t) = h1(t) − m11(t) (16.3)

Again, if the function h11(t) does not yet satisfy criteria for IMF, the sifting pro-
cess continues up to k times until some acceptable tolerance is reached:

h1 k(t) = h1(k−1)(t) − m1 k(t) (16.4)

Step-2: If the resulting time series is an IMF, it is designated as c1 = h1 k(t). The
first IMF is then subtracted from the original data, and the difference r1 given by

r1(t) = x(t) − c1(t) (16.5)

is the residue. The residue r1(t) is taken as the original data, and we apply to it again
the sifting process of Step-1.

Following the procedures of Step-1 and Step-2, we continue the process to find
more intrinsic modes ci until the last one. The final residue will be a constant or a
monotonic function which represents the general trend of the time series. Finally,
we obtain

x(t) =
n∑

i=1

ci (t) + rn (16.6)

ri−1(t) − ci (t) = ri (t) (16.7)

Here we remark that an extended version of EMD, named Ensemble EMD
(EEMD) [18], has recently been developed to improve the mode-mixing problem
which may occur in EMD and makes each component lack of full physical mean-
ing. The EEMD is implemented by constructing a sufficiently large amount of real-
izations each combines x(t) and a white noise, and taking average for the IMFs
decomposed by EMD from these realizations. By using the fact that average of large
amount of white noise converges to null, the noise has zero net effect on the data
but is beneficial to effective sifting in decomposition. It has been shown that EEMD
indeed performs better than the primary version of EMD from avoiding the mode
mixing problem. Since EMD and EEMD are essentially in the same framework,
here we only discuss EMD. Details of EEMD can be found in Ref. [18].

The instantaneous phase of IMF can be calculated by applying the Hilbert trans-
form to each IMF, say the rth component cr (t). The procedures of the Hilbert trans-
form consist of calculation of the conjugate pair of cr (t), i.e.,

yr (t) = 1

π
P
∫ ∞

−∞

cr (t ′)
t − t ′ dt ′ (16.8)
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where P indicates the Cauchy principal value. With this definition, two functions
cr (t) and yr (t) forming a complex conjugate pair, define an analytic signal zr (t):

zr (t) = cr (t) + iyr (t) ≡ Ar (t)eiφr (t) (16.9)

with amplitude Ar (t) and instantaneous phase φr (t) defined by

Ar (t) = [c2
r (t) + y2

r (t)]1/2 (16.10)

φr (t) = tan−1

(
yr (t)

cr (t)

)
(16.11)

Then, one can calculate the instantaneous phase from Eqs. (16.8) and (16.11).

16.3 Cardiorespiratory Synchronization

First, we present an application of HHT to the study of CS [13, 14, 15]. CS is
a phenomenon originating from the interactions between cardiovascular and the
respiratory systems. The interactions can lead to a perfect locking of their phases
whereas their amplitudes remain chaotic and non-correlated [19]. The nature of the
interactions has been extensively studied in recent years [20–42]. Recently, Schäfer
et al. [32, 33] and Rosenblum et al. [34] applied the concept of phase synchro-
nization of chaotic oscillators [43] to analyze irregular non-stationary bivariate data
from cardiovascular and respiratory systems, and introduced the cardiorespiratory
synchrogram (CRS) to detect different synchronous states and transitions between
them. They found that there were sufficiently long periods of hidden synchroniza-
tion and concluded that the CS and respiratory sinus arrhythmia (RSA) are two com-
peting factors in cardiorespiratory interactions. Since then, CS has been reported
in young healthy athletes [32, 33], healthy adults [34–36], heart transplant patients
[34], infants [38], and anesthetized rats [39]. More recently, Kotani et al. [40] further
developed a physiologically model from these observations to study the phenomena,
and showed that both the influence of respiration on heartbeat and the influence
of heartbeat on respiration are important for CS. Since aforementioned studies are
mostly based on measured data, the data processing method plays a crucial role in
the outcome. The essential part of such investigations is the extraction of respira-
tory rhythms from noisy respiratory signals. A technical problem in the analysis of
the respiratory signal then arises: insufficiently filtered signals may still have too
many noises, and over-filtered signal may be too regular to lose the characteristics
of respiratory rhythms: Improper analysis methods may lead to misleading results.

To overcome these difficulties, Wu and Hu [13] proposed using the EMD for
such studies and got significantly reasonable results. Unlike conventional filters,
the EMD provides an effective way to extract respiratory rhythms from experimen-
tal respiratory signals. The adaptive properties of EMD to empirical data make it
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easy to give physical significations to IMFs, and allow one to choose a certain IMF
as a respiratory rhythm [13]. In the implement of EMD, respiratory rhythms are
extracted from empirical data by using the number of respiratory cycles per minute
for human beings as a criterion in the sifting process of EMD [13]. They consid-
ered empirical data consisting of 20 data sets which were collected by the Harvard
medical school in 1994 [44]. Ten young (21–34 years old) and ten elderly (68–81
years old) rigorously-screened healthy subjects underwent 120 minutes of continu-
ous supine resting while continuous electrocardiogram (ECG) and respiration sig-
nals were collected. The continuous ECG and respiration data were digitized at
250 Hz (respiratory signals were later preprocessed to be at 5 Hz). Each heartbeat
was annotated using an automated arrhythmia detection algorithm, and each beat
annotation was verified by visual inspection. Each group of subjects includes equal
numbers of men and women. In the following, we will review the scheme proposed
by Wu and Hu [13], and focus on the application of HHT to CS. Details of the study
and extended investigations which are not included herein will be referred to the
original paper [13].

The respiratory signals represent measures of the volume of expansion of ribcage,
so the corresponding data are all positive numbers and there are no zero crossings. In
addition to respiratory rhythms, the data also contain noises originating from mea-
surements, external disturbances and other factors. From the EMD decomposition,
one can select one component as the respiratory rhythm according to the criteria of
intermittencies of IMFs imposed in Step-1 as an additional sifting condition [13].
Among IMFs, the first IMF has the highest oscillatory frequency, and the relation of
intermittence between different modes is roughly τn = 2n−1τ1 with τn the intermit-
tence of the n th mode. The reason for such a dyadic intermittence criterion selection
is that the EMD indeed represents a dyadic filter bank as suggested by Flandrin et al.
[45] and Wu and Huang [46].

More explicitly, the procedures for the analysis are as follows [13]: (i) Apply the
EMD to decompose the recorded data into a number of IMFs. Since the respiratory
signal was preprocessed to a sampling rate of 5 Hz, there should be (10–30) data
points in one respiratory cycle1. Thus, for example, one can use c1: (3–6), c2: (6–12),
c3: (12–24), . . . , etc. After the sifting processes of the EMD, the original respiratory
data are decomposed into n IMFs c1, c2, . . . , cn , and a residue rn . (ii) Visually
inspect the resulting IMFs. If the amplitude of a certain mode is dominant and the
waveform is well distributed, then the data are said to be well decomposed, and
the decomposition is successfully completed. Otherwise, the decomposition may be
inappropriate, and one has to repeat step (i) with different parameters.

Figure 16.1 shows the decomposition of an empirical signal with a criterion of
the intermittence being (3–6) data points for c1, and (3 × 2n−1 − 3 × 2n) data points
for cn’s with n > 1. Comparing x(t) with ci ’s, it is obvious that c3 preserves the

1The number of breathing per minute is about 18 for adults, and about 26 for children. For dif-
ferent healthy states, the number of respiratory cycles may vary case by case. To include most of
these possibilities, respiratory cycles ranging from 10 to 30 times per minute were taken. Each
respiratory cycle then roughly takes 2–6 s, i.e., (10–30) data points.
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Fig. 16.1 Example of EMD
for a typical respiratory time
series (code f1o01 in the
database [44]). The criterion
for intermittence in the
sifting process is (3–6) data
points per cycle for c1.
Signal x(t) is decomposed
into 14 components
including 13 IMFs and 1
residue; here, only the first 7
components are shown. After
Ref. [13]

main structure of the signal and is also dominant in the decomposition. One can
see that component c3,with (12–24) data points per respiratory cycle, corresponds
to the respiratory rhythm. Figure 16.2 compares respiratory signal in various stages.
In Fig. 16.2a, a typical respiratory time series data x(t) is shown. The preprocessed
signal x ′(t) by a proper Fourier band filter is shown in Fig. 16.2b, in which only fast
oscillatory noises are filtered out, and main structures of the signal are preserved.
Figure 16.2c shows the IMF c3(t) obtained by performing EMD on x ′(t). The pro-
cess is similar to that used to obtain c3(t) in Fig. 16.1. Obviously, IMF c3(t) of
Fig. 16.2c still preserves characteristic structure of x(t) shown in Fig. 16.2a. Here
we should emphasize that the preprocessing to have x ′(t) is not necessary in the
framework of EMD. We show x ′(t) only for comparison.

After selecting one IMF as the respiratory rhythm, one can proceed in the cal-
culation of the instantaneous phase by the Hilbert transform and incorporating with
heartbeat signals to construct CRS, which is a visual tool for inspecting synchroniza-
tion. Let us denote the phase of the respiratory signal calculated by using Eq. (16.11)
as φr and the heartbeat as φc. If the phases of respiratory signal φr and heartbeat φc

are coupled in a fashion that a cardiovascular system completes n heartbeats in m
respiratory cycles, then a roughly fixed relation can be proposed. In general, there
is a phase and frequency locking condition [13, 19, 32, 33].
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Fig. 16.2 Comparison of respiratory signals for a typical subject (code f1o01) in different data
processing stages: (a) original experimental time series x(t), (b) after performing low pass filtering,
x ′(t), and (c) the third IMF c3(t) in Fig. 16.1, after performing EMD on x ′(t). Adapted from
Ref. [13]

|mφr − nφc| ≤ const (16.12)

with m, n integer. According to Eq. (16.12), for the case that ECG completes n
cycles while the respiration completes m cycles, it is said to be synchronization of
n cardiac cycles with m respiratory cycles. Using the heartbeat event time tk as the
time frame, Eq. (16.12) implies the relation

φr (tk+m) − φr (tk) = 2πm (16.13)

Furthermore, by defining


m(tk) = 1

2π
[φr (tk) mod 2πm] (16.14)

and plotting 
m(tk) versus tk , synchronization will result in n horizontal lines in
case of n : m synchronization. By choosing n adequately, a CRS can be developed
for detecting CS [32, 33]. Example of 3:1 synchronization with n = 6 and m = 2
is shown in Fig. 16.3, where phase locking appear in several epochs, e.g., at 2800–
3600 s, and there are also frequency locking, e.g., at 400 s, near which there are n
parallel lines with the same positive slope.
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Fig. 16.3 CRS for a typical
subject (code f1o06). (a)
Empirical data are
preprocessed by the EMD
method. There are about 800
sec synchronization at
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(b) Comparison of the results
without filtering (top one),
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method (bottom one). After
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For comparison, the results of the same subject in 1800–3600s, but with respi-
ratory signals without filtering, preprocessed by the standard filters and the EMD
are shown in Fig. 16.3b. The windows of the standard filters are (8–30) and
(16–24) cycles per minute. In general, some noise dressed signals can still show
synchronization in some epochs but the HSA failed at some time intervals (e.g.,
around 3400–3600 s of the case without filtering), and over-filtered signals reveal
too strong synchronization (filter with window of 16–24). In other words, global
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frequency used in standard filters may dissolve local structures of the empirical
data. This does not happen in the EMD filtering.

Figure 16.4 shows the histogram of phases for the phase locking period from
2800 to 3600 s in Fig. 16.2a. Significant higher distribution can be found at 
2 ≈
0.25, 0.6, 0.9, 1.25, 1.6, 1.9 in the unit of 2π , indicating heartbeat events occur
roughly at these respiratory phase during this period. Following above procedures,
we analyze data of 20 subjects, and the results are summarized in Table 16.2. The
results are ordered by the strength of CS. From our results, we do not find specific
relations between the occurrence of synchronization and sex of the subjects as in
Refs. [32, 33]. Here we note that if we use other filters to the same empirical data, we
will have different results depending on the strength of synchronization. As noted
above, data processing method plays a crucial role in the analysis of real data. Over-
filtered respiratory signals may lose detailed structures and become too regular. It
follows that final conclusions are methodological dependent.

To compare EMD and Fourier-based filter, we use the intermittency in the EMD
analysis as the bandwidth of a generic Fourier-based filter to filter the same empir-
ical data. We usually have different results depending on the strength of synchro-
nization. For example, for the f1o06 subject, the intermittency of the third IMF is
(12–24). Using (12–24) as a bandwidth of the generic Fourier-based filter, we have
similar epochs of synchronization. However, for the f1y02 subject with intermit-
tency of the second IMF (16–32) being selected to optimize the decomposition, we
have more epochs of 3:1 synchronization lasting 50 s and new few 7:2 synchroniza-
tion lasting 50 s and 80 s when the bandwidth of (16–32) is used. For the f1o05
subject in which the second IMF with intermittency (10–20) being selected, epochs
of 5:2 synchronization lasting 50 s are found when the same bandwidth (10–20)
is used. In comparison with the results presented in Table 16.2, the Fourier-based
filter with a bandwidth of the same intermittency appears to smooth the data to
have more regular wave form, and in turn usually have stronger synchronization.
For a time series with variable intermittencies, the smoothing of data may introduce
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Table 16.2 Summary of our results. 20 subjects are ordered by the strength (total time length) of
CS. After Ref. [13]

Code Sex Age Synchronization

flo06 F 74 3:1(800 s, 300 s, 250 s, 150 s, 100 s, 50 s)
f1y05 M 23 3:1(350 s, 300 s, 200 s, 100 s)
f1o03 M 73 3:1(200 s, 50 s, 30 s)
f1y10 F 21 7:2(200 s, 50 s), 4:1(50 s)
f1o07 M 68 7:2(120 s, 100 s, 80 s)
f1o02 F 73 3:1(100 s, several spells of 50 s)
f1y01 F 23 7:2(several spells of 30 s)
f1y04 M 31 5:2(80 s, 50 s, 30 s)
f1o08 F 73 3:1(50 s, 30 s)
f1y06 M 30 4:1(50 s, 30 s)
f1o01 F 77 7:2(several spells of 50 s)
f1y02 F 28 3:1(50 s)
f1y08 F 30 3:1(50 s)
f1o10 F 71 3:1(30 s)
f1o05 M 76 No synchronization detectable
f1y07 M 21 No synchronization detectable
f1y09 F 32 No synchronization detectable
f1y03 M 34 No synchronization detectable
f1o09 M 71 No synchronization detectable
f1o04 M 81 No synchronization detectable

additional modes which do not exist in some segments of the primary data and thus
leads to misleading results. For example, in Fig. 16.5, comparisons for the results of
the fly02 subject obtained by using the Fourier-based filter and the EMD approach
are shown. The original time series x(t) is dressed with noises such that the signal
almost disappears at t = 2320 − 2380 sec. The Fourier-based filter introduces a
new waveform at this epoch, but the new waveform having a local minimum larger
than 0 can not be processed directly by the Hilbert transform. This is not the case
for the waveform obtained from EMD method. Furthermore, at t = 2000 − 2100
sec, the Fourier-based filter does not preserve the structure of the original time
series, and the waveform obtained from EMD is similar to the original time series.
Therefore, from the aspect of data processing that could preserve the essential fea-
tures of original empirical data, the EMD approach is better than Fourier based
filtering.

From above investigation, we conclude that: (i) In most cases, cardiac oscilla-
tions are more regular than respiratory oscillations and the respiratory signal is the
key factor for the strength of CS. (ii) Cardiorespiratory phase locking and frequency
locking take place when respiratory oscillations become regular enough and have a
particular frequency relation coupling with cardiac oscillations. Therefore, CS and
RSA are competing factors [32, 33]. We observed the intermittence of respiratory
oscillation varies with time but synchronization persists in some subjects. This con-
firms correlations in CS. (iii) Over-filtered respiratory signals may be too regular,
and in turn, appear to have stronger synchronization than they shall have. As a result,
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if the Fourier based approach with narrow band filtration is used, some epochs of
phase locking or frequency locking should be considered as being originated from
these effects.

16.4 Human Ventricular Fibrillation

Cardiac arrhythmias are disturbances in the normal rhythm, and fibrillation is mani-
fested as irregular electrical activity of the heart. During fibrillation the coordinated
contraction of the cardiac muscle is lost and the mechanical pumping effectiveness
of the heart fails. Among these, ventricular fibrillation (VF) is known as the most
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dangerous cardiac arrhythmia frequently leading to sudden cardiac death (SCD)
[47]. Prediction of VF is thus an important issue in cardiology, yet to date; there
exists no effective measure capable of predicting fatal VF. Since short-term VF can
also occurs in the ECG of healthy people, the first task to this issue is to distinguish
fatal VF from non-fatal VF.

Recently, Wu et al. [16, 17] investigated the empirical data of VF patients by
using the approach of phase statistics to estimate the correlation between charac-
teristic properties of VF ECG and the corresponding consequences, i.e., dead/alive
outcome. They found that there is an explicit correlation which can be used as a pre-
dictor for fatal VF. The phase statistics approach was first introduced by Wu et al.
for the study of financial time series [48, 49]. The authors found that the approach
can catch structure information of time series and is suitable for the analysis of
wave profiles of VF ECG. The phase statistics analysis is in principle an extension
of HHT, and is capable of describing morphologies of a wave in a statistical sense
[16, 17]. The study of Wu et al. includes collections of ECG for SCD and VF from
patients, and the signal analysis of the resultant VF ECG. In this section, we will
shortly review their analysis by HHT. Again, details of the study and extended inves-
tigations which are not included herein will be referred to the original paper [16, 17].

ECG records the electric potential of myocardial cells at the body surface as a
function of time, and the occurrence of VF signals implies the heart does not work
(to pump blood) normally. More precisely, normal ECG explicitly shows P wave,
QRS complexes, and T wave, while there is lack of QRS complexes wave form in
VF ECG. Figure 16.6 shows the comparison between a typical normal ECG and VF
ECG signal used in the study. Apparently, it is possible to extract the intervals of
VF from ECG chart by technician by directly visual inspection. In this study, the
ECG for SCD and VF by using a portable 24-hour Holter has been collected. The

5

6

7

123 124 125 126 127 128

3 4 5 6 7 8
–2

–1

0

1

2
Time (sec)

E
C

G
 (

m
V

)

(a)

(b) Time (sec)

E
C

G
 (

m
V

)

Fig. 16.6 (a) A typical
normal ECG, and (b) VF
ECG signal used in the study



348 M.-C. Wu and N.E. Huang

data were recorded by the CM5 lead (the bipolar V5 lead) at a sampling frequency of
125 Hz. There were totally 24 patients involved in the study, but 7 of the patients did
not suffer from the VF problem and data for one patient was not recorded. Among
the remaining 16 subjects, there were 6 survivors and 10 non-survivors. The VF
ECG segments were picked up by a medical doctor. Some patients have more than
one VF ECG segment, and finally 27 VF ECG data were available for the analysis.

From the viewpoint of cellular eletrophysiology, the appearance of ventricular
tachycardia is due to the formation of a reentrant wave in cardiac tissue, driving the
ventricle at a rate much faster than the normal sinus rhythm. VF is a spatially and
temporally disorganized state arising from the subsequent breakdown of the reen-
trant wave into multiple drifting and meandering spiral waves [50, 51]. Therefore,
the detection of the characteristic features corresponding to the disordered state in
ECG is likely a path toward the early evaluation of VF. In normal ECG, there are
sharp P waves which are not suitable for direct analysis, while waveforms of VF
ECG behave better and can be used for morphology analysis. Therefore, the analy-
sis is only applied to the ECG data during VF.

The timing characteristics of transient features of nonstationary time series like
VF ECG are best revealed using the concept of the instantaneous phase. The analysis
is thus carried out by phase statistics. The phase statistics approach consists of the
calculation of the instantaneous phase of a time series and the statistics of the cal-
culated phases. In order faithfully to calculate the phase, we decompose empirical
data into a number of well-defined IMFs by EMD, and calculate the instantaneous
phase of resultant IMFs directly by the Hilbert transform. The phase statistics is
achieved by defining the histogram of instantaneous phase satisfying the following
normalization condition

∫
P(ρ)dρ = 1 (16.15)

where P(· · · ) stands for the probability density function (PDF). Direct calculations
show that the PDF of instantaneous phase of the first IMF can be classified into three
types of patterns, CV (convex), UF (uniform), and CC (concave), according to the
morphologies of the histograms [17]. Furthermore, the statistics of 27 VF intervals
and the best fit in the logistic regression concluded that the CV type VF is likely to
be the fatal VF [17].

To quantify the phase distribution patterns, we define a measure χ ,

χ = 〈P1 (φ1)〉 − 〈P2 (φ1)〉 (16.16)

where 〈· · · 〉 denotes an average, P1 is the PDF of the instantaneous phase φ1 of
the first IMF in the range −0.5π ≤ φ1 ≤ 0.5π , and P2 is for the phase in the ranges
−π ≤ φ1 < −0.5π and 0.5π < φ1 ≤ π . More specifically, χ is a measure of
the difference between the average of the PDFs of the phases located in the range
−0.5π ≤ φ1 ≤ 0.5π and the average of those not in this range. According to this
definition, we have χ > ε for the CV type, |χ | ≤ ε for the UF type, and χ < −ε



16 Biomedical Data Processing Using HHT: A Review 349

30 60 90 120
–0.2

–0.1

0.0

0.1

0.2

Survival

χ
Time (sec)

Non-survival
Fig. 16.7 χ as a function of
time for typical VFs of
survivals (dashed line/blue
color) and non-survivals
(thick solid line/red color).
Dotted line is the threshold
which separates regimes of
survival and non-survival.
After Ref. [16]

for the CC type. The value of ε is determined by the properties of statistics. It is
better to establish a proper threshold of χ such that there is a clear separation for the
CV type pattern from the UF and CC types. From the analysis of Holter data from
16 individuals, it was found that taking ε = 0.025 gives reasonable results which
are consistent with direct visual inspection. Note that ε = 0.025 corresponds to a
tolerance of 5% from the probability P = 0.5. Hence, one can describe the temporal
evolution of the phase histogram by measuring χ (t) with a fixed window. As χ (t)
enters into the regime of the CV type pattern χ (t) > ε, it is considered as an indica-
tion of the occurrence of fatal VF. For practical purposes, here we take a window of
30 sec. Figure 16.7 shows χ as a function of time for typical VFs of three survivals
and three non-survivals. The threshold ε of χ (t) can substantially separate the sur-
vival and non-survival groups into survival and non-survival regimes, and χ (t) for
survivors rarely enter into the non-survival regime. As a result, the technique offers
a new possibility to improve the effectiveness of intervention in defibrillation treat-
ment and limit the negative side effects of unnecessary interventions. It can also be
implemented in real time and should provide a useful method for early evaluation
of fatal VF [16].

16.5 Conclusions

We have briefly explored the applications of HHT to biomedical data processing.
The remarkable advantage of HHT in these applications is that it can catch primary
structures of intrinsic rhythms from empirical data based on its adaptive feature [13,
17]. It should be pointed out that although intermittence test was used in this study,
a more general method of EEMD [18] should be tested in the future. The EEMD
enjoys an advantage of not setting the intermittence criterion subjectively.

In the study of CS, we found that from a physiological viewpoint, it is diffi-
cult to precisely identify the mechanisms responsible for the observed non-linear
interactions in CS. However, cardiac oscillations are more regular than respiratory
oscillations, and CS occurs at the period when respiratory signals become regu-
lar enough. Therefore, the regularity of respiratory signals contributes dominantly
to the synchronization. Consequently, over-filtered signals may cause a misleading
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conclusion that there is CS. The adaptivity of HHT allows us to effectively keep the
signal structures and avoid the introduction of artificial periodicity easily appear in
the Fourier-based filters with priori bases [13] and lead to a conclusion of too strong
CS. From this aspect, HHT is better than other methods.

In the study of VF, we have used the phase statistics approach [48] to investi-
gate ECG during VF in humans. In this approach, the HHT was used to calculate
the instantaneous phase of IMFs decomposed from VF ECG, and the correspond-
ing momentary phase histograms was then construct to inspect the evolution of the
waveform of the time series. The HHT’s capability of handling nonstationary and
nonlinear time series allows us to define a measure as a monitor to inspect temporal
evolution of the phase histogram of ECG during VF. The classification of VF ECG
from the phase histograms further provides a possible route for early evaluation of
fatal VF. Since to date there is no predictor available for fatal VF, this breakthrough
may indicate the power and promise of HHT.

From the impressive achievements of the applications of HHT to CS and VF
ECG time series analysis as presented in this article, we expect that HHT can also
be applied to other biomedical data. Among others, the importance of biomedical
image has been emphasized for a long time, and 2D HHT to biomedical imaging
applications is promising. We are working this direction, and results will be reported
in the near future.
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46. Flandrin P, Rilling G, Gonçalvès P (2004) Empirical mode decomposition as a filter bank.
IEEE Signal Proc Lett 11: 112–114

47. Zipes DP, et al (2006) ACC/AHA/ESC 2006 guidelines for management of patients with
ventricular arrhythmias and the prevention of sudden cardiac death: a report of the American
College of Cardiology/American Heart Association Task Force and the European Society of
Cardiology Committee for Practice Guidelines (Writing Committee to Develop Guidelines for
Management of Patients with Ventricular Arrhythmias and the Prevention of Sudden Cardiac
Death). Europace 8: 746

48. Wu MC, Huang MC, Yu HC, Chiang TC (2006) Phase distribution and phase correlation of
financial time series. Phys Rev E 73: 016118

49. Wu MC (2007) Phase correlation of foreign exchange time series. Physica A 375: 633–642
50. Christini DJ, Glass L (2002) Introduction: Mapping and control of complex cardiac arrhyth-

mias. Chaos 12: 732–739
51. Bursac N, Aguel F, Tung L (2004) Multiarm spirals in a two-dimensional cardiac substrate.

Proc Natl Acad Sci USA 101: 15530–15534


	16  Biomedical Data Processing Using HHT: A Review
	16.1 Introduction
	16.2 Empirical Mode Decomposition
	16.3 Cardiorespiratory Synchronization
	16.4 Human Ventricular Fibrillation
	16.5 Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




