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ABSTRACT
With the popularity of online social network services,
influence maximization on social networks has drawn
much attention in recent years. Most of these stud-
ies approximate a greedy based sub-optimal solution by
proving the submodular nature of the utility function.
Instead of using the analytical techniques, we are inter-
ested in solving the diffusion competition and influence
maximization problem by a data-driven approach. We
propose Information Propagation Game (IPG), a frame-
work that can collect a large number of seed picking
strategies for analysis. Through the IPG framework,
human players are not only having fun but also helping
contributing the seed picking strategies. Preliminary
experiment suggests that centrality based heuristics are
too simple for seed selection in a multiple player envi-
ronment.

Categories and Subject Descriptors
G.2.2 [Discrete Mathematics]: Graph Theory—Graph
algorithms; E.1 [Data Structures]: Graphs and net-
works; H.4 [Information Systems Applications]: Mis-
cellaneous

General Terms
Design, Experimentation, Measurement

Keywords
Diffusion Network, Influence Maximization, Informa-
tion Propagation, Game, Independent Cascade, Linear
Threshold
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1. INTRODUCTION
Studies have shown that people’s decisions on whether
to adopt an innovation or product are not purely based
on the objective factors of the object, but also the col-
leagues’ or friends’ opinions [6, 10]. Therefore, to pro-
mote an item, it is essential to identify the key influ-
encers to advertise to, with the hope that these influ-
encers can disseminate the message to a larger group of
individuals. Given a network, discovering the k most
influential nodes that can eventually propagate certain
information to the most nodes is defined as the influ-
ence maximization problem. Researchers have shown
that influence maximization is NP-hardness [8]. Sev-
eral selection strategies, such as greedy based approach
and the centrality based heuristics, were posed to effec-
tively select the initial nodes, called seeds, for influence
maximization [8, 5, 9].

In real life, however, it is very likely that more than one
mutually exclusive products compete with each other
for the market share. For example, two competitive
companies usually release similar products within a short
range. Due to the exclusiveness natural of their prod-
ucts, each of the company would like to look for the
influential personnels on social networks to maximize
their benefit in advertisement. This kind of problems, in
general called diffusion competition problem, have been
studied by a number of researchers.

The previous works studied the seed picking strategy
of diffusion competition and influence maximization by
proposing some intuitive selection strategies [2, 3, 4].
While multiple participants are involved in competing
for the seed nodes, the selection policy can become very
complicated because every move of a participant is af-
fected not only by its previous moves, but also the
previous selections by other camps. Under such cir-
cumstance, the strategies designed for single-player in-
fluence maximization such as a centrality-based strat-
egy might be too näıve to be effective. Here we argue
that when multiple participants were involved, the seed-Copyright 2012 ACM  978-1-4503-1462-6/12/08... $15.00. 
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selection competition can be modeled as a multiple-
player game, where each player has some budget to
influence some seed nodes for propagation each turn.
Thus, it is not hard to imagine that human players can
derive better strategies with the accumulation of expe-
riences on playing this game, just like that a novice
promotion manager can gradually learn how to out-
wit their opponents and eventually become master in
such advertisement campaign. Similarly, the increas-
ing amount of historical playing record would allow an
intelligent program to learn how to play such a game
through machine learning (in particular reinforcement
learning) models. To effectively collect a large number
of seed picking strategies for advanced learning not only
by human but also by machines, we design Information
Propagation Game (IPG), a chess-like gaming engine in
which the chessboard is a set of nodes and edges, and
players compete with each other with the goal to maxi-
mize the influenced nodes. While the users are playing
the game for fun, they are helping collecting data about
sophisticated seed picking strategy for learning.

A demonstration page of IPG is available at http://
www.csie.ntu.edu.tw/~hhchen1/ipg/.

2. IPG RULES
Before diving to the detail, we define some terms used
in the paper. Each person involves in IPG is called
a player. Each player takes turn to perform a legal
action, called a move. The IPG performs information
diffusion in a discrete step, named as a round. When
the diffusion completes, the utility of a player is defined
as the number of nodes activated by this player.

Although IPG is designed as a platform for multiple
players, it also provides a single player mode. We in-
troduce the rules for both scenarios in this section.

2.1 Rules of a Single Player Game
Given a social network and a known diffusion strategy
such as Independent Cascade (IC) or Linear Threshold
(LT) model, the player is asked to select k seeds to max-
imize the influence. Next, the IPG displays the diffusion
process and returns the number of eventually activated
nodes. To make the game more interesting, the IPG
also shows the current best records given this network
topology and diffusion strategy. This setup challenges
the players to break the current record. The data col-
lected can be used to analyze the influence maximiza-
tion problem and facilitate the policy learning from ma-
chines.

2.2 Rules of a Multiple Player Game
In multi-player IPG game, each player is asked to choose
same amount of seeds for propagation. The IPG per-
forms diffusion until no more activations are possible.
The side that occupies the most seeds after propagation

wins the game. Unlike the single-player influence maxi-
mization problem, here several players may compete for
activating an inactive node. Since most of the state-
of-the-art diffusion models are designed for the non-
competition scenario, we design two diffusion models for
multi-player diffusion competition: Competitive Inde-
pendent Cascade (CIC) model and Competitive Linear
Threshold (CLT) model, which are natural extensions
of the famous IC model and LT model, to deal with the
competition scenario.

In IC model, each active node belong to only one person
and has a single chance to activate each of its neigh-
bors. In CIC model, each active node has to belong to
one player (i.e. considered as activated by that player).
Similar to IC model, in CIC when all active neighbors
fail to activate a node, this node would remain inactive.
If multiple nodes belonging to multiple players have suc-
cessfully activated the same node, then the chance that
this node is activated by a player will be proportional to
the number of neighbor nodes belonging to this player
that successfully activated this node. For example, if
there are two players each has 2 and 3 nodes that suc-
cessfully activated a target node, then there are 2/5 and
3/5 respectively chance this target node belongs to the
first and second player.

For LT model, an inactive node is activated if the sum-
mation of the influential power of its active neighbors
exceeds the threshold. In a diffusion competing sce-
nario, if an inactive node can be activated by more than
one player, the chances of the would-be-activated node
belonging to a certain player is proportional to the accu-
mulated influential power of that player. For example,
if the threshold of an inactive node is 1/4 and there
are three players attempt to influence the node with
the summation influential power be 1/5, 1/3, and 1/2
respectively, the inactive node will choose the second
player with probability (1/3)/((1/3)+(1/2)) = 2/5 and
the third player with probability (1/2)/((1/3)+(1/2)) =
3/5. The first player cannot activate the node because
its influential power does not exceed the threshold.

2.3 Extension Rules for Multiple Player Game
Assuming that each player can only select the seed nodes
at the beginning might not be the case in many real
world scenarios. In marketing, companies usually have
advertising budgets allocated every month or every sea-
son; thus they are able to affect their customers in mul-
tiple rounds. In the case of epidemic disease prevention,
the disease control center usually is aware of only a por-
tion of the patients in the beginning. As the controlling
process goes on, the center usually prevents the spread
of infection in one area, and in the meanwhile can dis-
cover more patients in other areas. This can be viewed
as one player (the disease) selects the nodes for propa-
gation and the other player (the disease control center)
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adjust the inoculation strategy to minimize the spread
in multiple rounds.

Motivated by this, the extension rules allow the players
to select the seeds for multiple rounds. For example,
one possible variation is each player can select k′ nodes
every round. Another possible variation is to provide
each player k selection quota initially, and the players
can decide when to use them during the play.

3. DESIGN NOVELTIES
The IPG is implemented using Java Universal Network
Framework (JUNG)1. As shown in Figure 1, the system
is highly modular so that the important components can
be updated or enriched with little effort. We introduce
the design novelties of IPG in this section.

3.1 AI Strategy
The player can choose to play with an AI agent in the
multi-player game. The current AI strategies are based
on three heuristics: the centrality based strategy, the
blocking strategy, and the maximum neighbor coverage
strategy.

Centrality measures are usually used to quantify the
importance of a node within a network. The centrality
based AI first chooses one centrality measure from the
available options. It then selects the k inactive nodes
with the highest centrality as the seeds. Currently,
three important centrality measures are calculated: de-
gree centrality, betweenness centrality, and closeness
centrality. Other centrality measures, such as Katz cen-
trality and Eigenvector centrality, can be easily inte-
grated into the framework.

While the first player seems to have predominance by
selecting the most influential nodes, an effective respond-
ing strategy of the second player could even up such
advantage. Here, we propose two responding AI strate-
gies: the blocking strategy and the maximum neighbor
coverage strategy. The blocking AI examines the inac-
tive neighbors of the seeds selected by the competitors,
and among them chooses the ones with higher central-
ity values. By blocking the diffusion path that are po-
tentially influential, the second player could hopefully
decrease the first player’s influence. The other respond-
ing strategy, maximum neighbor coverage, selects the
nodes whose neighbors are largely overlapped with the
neighbors of the first player’s selected seeds. Maximum
neighbor coverage AI aggressively competes the nodes
with the first player in the beginning to prevent the first
player gaining obvious initial advantage.

3.2 Network Topology Selection
Different seed picking strategies may gain different level
of effectiveness on different types of network structures.

1http://jung.sourceforge.net/
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Figure 1: The system components

Figure 2: The snapshots of the IPG framework

The IPG system allows the generation of different types
of networks which facilitates further study about the
relationship between network structure and the seed
picking strategy. The current IPG framework can pro-
duce graphs of the following types: Erdős-Rényi (ER)
network [7], Watts-Strogatz (WS) network [11], and
Barabási-Albert (BA) network [1]. Furthermore, IPG
also allows users to load an existing social network from
file.

3.3 Interface Novelty
Users may find the IPG framework provides a novel
interface that facilitates seed selection by human. We
introduce several of the characteristics here.

Players can view the nodes’ information, including the
centrality values, the number of occupied and non-occupied
neighbors, and the summation of neighbors’ degree. These
information can be useful clues for the players to decide
which nodes to pick.

IPG allows the players to undo their decisions if they
figure out a better move. Since we are interested in
collecting effective strategies, we hope the users to play
as well as they can.

In addition, the total number of occupied and unoccu-
pied nodes are displayed in real time, as shown in Fig-
ure 2. This feature is especially helpful when applying
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the extension rules in which the players can select the
seeds for multiple rounds. They can decide to use the
remaining seed picking quota at a more proper moment.

3.4 AI to AI competition
While the human to human and human to AI compe-
tition allow us to collect valuable playing records with
complicated seed picking strategies, AI to AI competi-
tions enables us to accumulate a large number of playing
records with little effort. IPG framework allows users
to select the AI strategy from the available strategy list.
Through the large number of automatic playing records,
an reinforcement learning agent might be able to dis-
cover possible response strategy given different types of
network topologies, diffusion models, and the competi-
tor’s seed picking strategies.

4. EXPERIMENTS AND DISCUSSION
Table 1: Comparison of the second player’s
strategy (BA network with 1000 nodes, CIC dif-
fusion model with activation rate 0.1, the first
player tend to pick high degree nodes, Ui: the
number of activated nodes of player i)

Deg. B2n. Cls. Blk-Deg.

U1 267 (0%) 261 (−2%) 272 (+2%) 259 (−3%)
U2 152 (0%) 158 (+5%) 163 (+8%) 174 (+15%)

Table 2: Comparison of the second player’s
strategy (BA network with 1000 nodes, CLT dif-
fusion model with threshold 0.6, influence value
0.3, the first player tend to pick high degree
nodes, Ui: the number of activated nodes of
player i)

Deg. B2n. Cls. Blk-Deg.

U1 886 (0%) 876 (−1%) 860 (−3%) 876 (−1%)
U2 114 (0%) 120 (+5%) 140 (+23%) 124 (+8%)

For a two player game, we investigate the second player’s
strategy when the first player tends to select the high
degree nodes under BA network through IPG. By vary-
ing the second player’s strategy be degree centrality
(Deg.), betweenness centrality (B2n.), closeness cen-
trality (Cls.), and the degree-based blocking strategy
(Blk-Deg.), i.e., the second player selects high degree
nodes from the inactive neighbors of the first player’s
seeds, the utility Ui (number of final influenced nodes)
of player i, given the diffusion model be CIC and CLT,
are shown in Table 1 and Table 2 respectively. Un-
der CIC diffusion model, the second player’s utility im-
proves 15% by applying degree based blocking strat-
egy instead of degree centrality. The result suggests
that centrality heuristics are too simple when the com-
petitors exist. Although the improvement under CLT
model is not as obvious as the CIC model, degree based
blocking strategy still shows the advantage over degree
centrality and betweenness centrality strategies.

A questionnaire survey is conducted to the pilot player
who played dozens of games in IPG. The report shows
that the first player apparently has some advantages
given small graphs. However, the second player can
apply a more aggressive seed picking strategy, such as
the maximum neighbor coverage strategy introduced in
Section 3.1, to make up the disadvantage. The experi-
ences shared by the real player also support our claim
of simply selecting the high centrality nodes is too näıve
in a competing scenario.

For future work, we will study the records retrieved
by IPG systematically. In particular we plan to apply
reinforcement learning, which uses the reward feedback,
i.e., the utility in IPG, to learn a good policy for players
in different positions. We are also interested in applying
game theory studies to diffusion competition problem.
Another interesting research topic is the relationship
between rate of spread of diffusion and other player’s
next move.
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