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ABSTRACT

Given a large-scale digital library that automatically crawls
and parses PDF files to generate metadata for documents
and authors, we estimate the number of person-hours re-
quired to correct a small portion of the metadata, in the
hope that a large portion of users can benefit from these
corrections. We obtain users requests by analyzing Cite-
SeerX’s log files from September 2009 to March 2013. We
found that the distribution of users requests for search is
highly imbalanced: most document search queries and au-
thor search queries concentrate on a small set of terms. As a
result, even for a large-scale digital library, we estimate it is
affordable to invest a few person-hours to check the correct-
ness of a few metadata, and thus provide benefits to a good
portion of document search and author search requests.
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1. INTRODUCTION

In the last few decades, the number of scientific publica-
tions has grown rapidly. These publications include not only

978-1-4799-5569-5/14/$31.00 (©)2014 IEEE.

Madian Khabsa', C. Lee Giles'*
TComputer Science and Engineering,
*Information Sciences and Technology,
The Pennsylvania State University,
University Park, PA, US
madian@psu.edu, giles@ist.psu.edu

traditional peer-reviewed papers, but also papers published
in other media, such as e-print services (e.g., arXiv') and
personal web pages. However, traditional academic litera-
ture databases, such as Science Citation Index (SCI) and
Social Science Citation Index (SSCI), cover only a small
portion of these publication platforms [10]. In addition, con-
ference publications, which are important and peer-reviewed
papers in certain fields, are usually ignored by these databases.
As a result, several researchers have criticized that these tra-
ditional databases may be biased toward a limited number
of journals due to source selection [2].

To include a large number of academic papers in the databases,

researchers have proposed autonomous platforms, such as
Google Scholar? and CiteSeerX?®, that crawl and digest sci-
entific papers from the Internet with little manual effort.
Unfortunately, these papers, which are usually in a PDF
format, are challenging to parse, because the PDF format
contains limited structured metadata. As a result, these au-
tonomous platforms sometimes extract incorrect document
metadata, such as incorrect titles, author names and affilia-
tions, references list, etc. This incorrect information effects
user experience and scientific research statistics, such as the
h-index of authors and the impact factor of venues.

Several modern digital libraries still collect bibliography
manually because of the high quality of the collected data.
One typical example is DBLP*, which includes a large num-
ber of conference and journal publications in the Computer
Science domain. However, such a process is laborious. Al-
though it is possible to rely on crowdsourcing platforms, such
as Amazon Mechanical Turk®, to collect the metadata more
efficiently, certain tasks, such as author name disambigua-
tion, require domain knowledge, and may not be appropriate
by such an approach.

Instead of completely manual editing or completely au-
tomatic parsing, we show that automatic parsing with a
small amount of manual checking can provide high qual-
ity content to a good portion of query requests. Given that
manual resources are expensive, it is impractical to man-
ually check every piece of metadata for a large-scale digi-
tal library. Therefore, a natural question to raise is which
metadata should be examined? One may choose to exam-
ine the fields in which the parsers frequently make mistakes.
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Table 1: The number and the percentage of each
search type based on the logs.

Search Type | Number [ Percentage
Document | 46,770,997 62.07%
Author 28,502, 533 37.82%
Table 35,073 0.04%

Therefore, human resources are allocated to review the most
error-prone fields. Such a choice requires some understand-
ing about the capability of parsers. In contrast, we show that
most users submit similar requests. Hence, we may allocate
the human resources to check the metadata related to these
highly demanded requests. Using the CiteSeerX digital li-
brary as the experimental target, we estimate that investing
less than 160 person-hours of manual correction on selected
documents can benefit 10% of the document searches, and
investing less than 7 person-hours of manual checking on se-
lected authors can benefit 20% of the author queries. This
seems to be a worthwhile and affordable investment for most
digital library providers.

2. DISCOVERING THE MOST DEMANDED
SEARCH REQUESTS

CiteSeerX currently collects over 4 million academic docu-
ments in the Computer Science and the Information Science
domain, with a recent addition in Physics and Medicine. To
discover the most demanded search requests from the Cite-
SeerX users, we rely on the logs collected between 2009/09
and 2013/03. These logs contain over 3 billion entries.

Processing such a large number of entries by a tradi-
tional computing environment is infeasible. To investigate
the huge log files within affordable time, we import the logs
into Apache Hive warehouse®, a framework supporting dis-
tributed storage and Map-Reduce computing. We utilize
HiveQL® and Apache Pig Latin” to communicate with Hive
for data processing.

2.1 Search Queries: Understanding Users’ In-
terests

Among the 3 billion log entries, over 70 million of them
are search requests. We utilize these requests to figure out
users’ search interests.

CiteSeerX currently supports document search, author
search, and table search. In this paper, we focus on docu-
ment search and author search, since the two types together
account for over 99% of the search requests. Table 1 lists
the percentage of each type of searches based on the logs.

2.2 The Measurement of Inequality

The Pareto principle describes a highly skewed distribu-
tion in which a large portion of effects is contributed by
a small portion of causes. This phenomenon is observed
in many situations, including citation distribution, network
degree distribution, word frequency distribution, etc. We
surmise that users’ search queries follow a similar condi-
tion: most users’ queries concentrate on a small number of

Shttp://hive.apache.org/
"https://pig.apache.org/

Table 2: The most popular document queries and
author queries (punctuation marks are removed,
queries with more than 5 words are pruned because
they are regarded as “titles”).

Rank | Document Query | Author Query

1 imbalanced Chen
2 DNS Lee

3 control system security Smith
4 scada Wang
5 pattern matching Li

6 workload characterization cloud Zhang

computing

7 data mining Johnson
8 van Liu

9 brain computer interface Anderson
10 personal learning environment Miller

terms. By manually correcting the metadata related to these
queries, we can better serve most of the users.

To measure the inequality, a popular method is fitting the
distribution to the power-law distribution, and inferring the
level of inequality by the fitted exponent: a larger exponent
usually indicates a larger degree of inequality. However, even
if a small set of terms include most queries, their distribution
may not follow power-law. In addition, the estimation of ex-
ponent and other parameters in the power-law distribution
is expensive [5]. Alternatively, we quantify the inequality
by showing the Lorenz Curve, the Gini coefficient, and the
balanced inequality ratio [7,9]. These scores are easy to com-
pute. More importantly, they do not assume the underlying
distribution of the effects and the causes. Therefore, these
indexes can be applied on a wider range of applications.

The Lorenz Curve is widely used by Economists to visual-
ize the wealth distribution. However, it did not receive much
attention in the Computer Science field until recently [9].
Traditionally, the Lorenz Curve shows the cumulative per-
centage of the income earned by the bottom percentage of
the individuals.

By the Lorenz Curve, one can easily figure out “the bot-
tom x% of individuals earn y% of the total income”. In a
perfectly balanced situation, the value of x always equals
y. The area between the perfectly balanced situation and
the Lorenz Curve is a measurement of income inequality.
The Gini coefficient is defined as the twice of the area, and
therefore the value is always between 0 and 1, which rep-
resents fully equal (everyone earns the same income) and
completely unequal (the richest person earns all the income)
respectively.

The balanced inequality ratio states that p% of the richest
individuals earn the (1—p)% of the income [9]. The balanced
inequality ratio is commonly known as the 80-20 rule: 80%
of the wealth is owned by 20% of the rich. The value of p
is obtained by finding the intersection between the Lorenz
Curve and the line z +y =1 [9].

2.3 The Most Demanded Queries in Document
Search

In this section, we study the most demanded queries in

document search, which is the default search of CiteSeerX.

From the logs, we found that many CiteSeerX users submit
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Figure 1: The Lorenz Curve of the document queries
and their frequencies. Gini Coefficient: 0.5837, bal-
anced inequality ratio: the most frequent 27.75%
document queries account for 72.25% of the docu-
ment query traffic.

author names in the document search form. This is probably
because document search is the default search form, and
users simply submit queries without further checking. To
prune these “author name queries” from document search,
we apply a simple rule to identify these name queries: a
query is regarded as a name if 1) the query contains less or
equal to 3 words, and 2) every word starts with an uppercase
character and all the remaining characters are lowercase.

After pruning author names, we rank all the remaining
terms by the number of submitting frequencies and plot the
Lorenz Curve, as shown by the solid line in Figure 1. The
diagonal dash line connecting (0,0) and (1, 1) represents the
perfect equality case. The area between this diagonal line
and the Lorenz Curve represents the level of inequality. The
Gini coefficient, as discussed earlier, is defined as twice of the
area, and therefore the value is between 0 (perfect equality)
and 1 (completely inequality). The Gini coefficient of the
query frequency is 0.5836, which suggests that the inequal-
ity is extremely manifest. The balanced inequality ratio is
obtained by the intersection of the Lorenz Curve and the
other diagonal line that connects (0,1) and (1,0). It shows
that the top 27.75% of query terms accounts for 72.25% of
the document query traffic.

2.3.1 Estimated Person-Hours to Clean the Metadata
Jor Documents

Now assuming we want to improve 5% of the document
search requests, we only need to correct documents related
to the 62 most frequent queries (the top 0.0012% of the dis-
tinct queries), because these queries account for 5% of the
document search traffic. Assuming the metadata of the top
10 returned documents of the 62 queries are manually ex-
amined and each document takes 5 minutes for correcting,
we will need about 51.67 person-hours, which should be af-
fordable for most digital library service providers. We select
to clean the top 10 returns because the logs show that more
than 92% of users visit only the first page (the top 10 results)
after searching.

Table 3: The estimated person-hours needed to cor-
rect portions of the metadata of documents.

Number of Queries to | Percentage of | Estimated

Examine Document Search | Person-Hours
Benefited needed

62 (top 0.0012%) 5% 51.67

190 (top 0.0038%) 10% 158.33

540 (top 0.0108%) 15% 450.00

1477 (top 0.0294%) 20% 1230.83
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Figure 2: The Lorenz Curve of the name queries
and their frequencies. Gini Coefficient: 0.8944, bal-
anced inequality ratio: the most frequent 10.96%
name queries account for 89.04% of the name query
traffic.

Table 3 lists some more person-hours estimations. By
recruiting 10 workers to correct the data for three week (i.e.,
about 1200 person-hours), we can benefit about 20% of the
document search requests.

2.4 The Most Demanded Authors

We include both the query terms in author search and
the terms that are identified as “author names” in document
search in this section. Similar to Section 2.3, we plot the
Lorenz Curve of the author name queries, as shown in Fig-
ure 2. We found that the distribution of name queries is even
more unequal, compared to the distribution of document
queries. The Gini coefficient is 0.8944, and the balanced in-
equality ratio suggests that the most frequent 10.96% name
queries accounts for 89.04% of the name query traffic.

2.4.1 Estimated Person-Hours to Clean the Metadata
for Authors

Since the name queries distribute more imbalanced than
the document queries, we can examine fewer queries to bene-
fit a good portion of the name query requests. Table 4 shows
the estimated person-hours needed to benefit 5%, 10%, 15%,
and 20% of the name query requests. By only examining the
returned names of the most frequently queried name, we can
benefit 5% of the author queries. Again, assuming we manu-



Table 4: The estimated person-hours needed to cor-
rect portions of the metadata of authors.

Number of Name [ Percentage of Au- | Estimated

Queries to Examine thor Search Bene- | Person-Hours
fited needed

1 (top 0.00006%) 5% 1.40

2 (top 0.00012%) 10% 2.77

4 (top 0.00025%) 15% 5.56

5 (top 0.00031%) 20% 6.93

ally check the metadata of the top 10 returned authors and
the correction takes about 5 minutes for each author, we
need only 1.40 person-hours. By only examining the most
frequent 5 name queries and check the top 10 returned au-
thors for each of these queries (estimated cost is only 6.93
person-hours), we can benefit 20% of the name query re-
quests.

3. RELATED WORK

For various reasons automatic metadata extraction for
academic documents continues to be an active topic [1, 8,
11,12].

Most academic documents present their content in PDF
format, because this format encapsulates details for render-
ing information, such as font type, text size, text color, figure
location, line width, etc. This enables PDF to represent a
document independently of the computing environment, i.e.,
a PDF document is highly portable. However, PDF is not
designed for presenting structured metadata. Therefore, the
PDF parsers mostly infer metadata based on various heuris-
tics, such as the styles [1] (e.g., font size and position, gap
between lines), keywords or keyphrases matching [6,8] (e.g.,
“Section”, “Figure”, “Reference”, “Abstract”), or referring to
affiliated knowledge resources [3,4,13] (e.g., looking for sim-
ilar records from DBLP or CiteSeerX). Since papers pub-
lished in different venues apply different templates, a parser
that performs well for a certain conference or a certain field
may be error-prone in others [11]. As a result, manually
compiled databases are still desirable in many cases.

4. DISCUSSION AND FUTURE WORK

It is very challenging to build a metadata parser that per-
forms well for all types of academic documents. Until a
better retrieving technique is created, we may need a cer-
tain degree of manual involvement in metadata editing. In
this paper, we found that most users submit a similar set of
document queries and author queries. As a result, it is pos-
sible to invest a small number of person-hours for metadata
correction such that a reasonable portion of user requests
are better served.

In addition to person-hours, we may also assign other re-
sources based on the request distribution. For example, as-
suming we have an accurate but time-consuming parser and
a less-accurate but fast parser, it may be worthwhile to ap-
ply the first parser to extract the metadata of the few highly
requested items.
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