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Abstract: This paper studies overparameterization on the matrix factorization (MF) model. We confirm that overparameterization can significantly accelerate the optimization of MF with no change in the expressiveness of the learning model. Consequently, modern applications on recommendations based on MF or its variants can largely benefit from our discovery. Specifically, we theoretically derive that applying the vanilla stochastic gradient descent (SGD) on the overparameterized MF model is equivalent to employing gradient descent with momentum and adaptive learning rate on the standard MF model. We empirically compare the overparameterized MF model with the standard MF model based on various optimizers, including vanilla SGD, AdaGrad, Adadelta, RMSprop, and Adam, using several public datasets. The experimental results comply with our analysis – overparameterization converges faster. The overparameterization technique can be applied to various learning-based recommendation models, including deep learning-based recommendation models, e.g., SVD++, nonnegative matrix factorization (NMF), factorization machine (FM), NeuralCF, Wide&Deep, and DeepFM. Therefore, we suggest utilizing the overparameterization technique to accelerate the training speed for the learning-based recommendation models whenever possible, especially when the size of the training dataset is large.

1 INTRODUCTION

This paper studies overparameterization on matrix factorization (MF), which is arguably a fundamental technique in recommender systems. Overparameterization refers to the scenario that introduces extra learnable parameters to a model without increasing the expressiveness (i.e., the hypothesis space) of the model. Adding redundant parameters may seem to be a waste of computational power and space. However, this paper shows a counterintuitive result both theoretically and empirically – we can accelerate the optimization process of an MF model via overparameterization. Essentially, optimizing the overparameterized MF model by SGD is equivalent to introducing momentum and an adaptive learning rate on the original MF model, and this is probably the root cause of the acceleration. Since MF and its variants, especially those based on deep learning models, such as Wide&Deep (Cheng et al., 2016), NeuralCF (He et al., 2017), and DeepFM (Guo et al., 2017), are fundamental technologies of today’s recommender systems, this discovery can be applied to a wide range of applications and scenarios.

Overparameterization may sound like overfitting, and indeed previous papers sometimes use the two terms interchangeably (Whittaker et al., 2010). However, in this paper, we treat the two terms differently. Specifically, the overparameterized MF model, albeit with more (redundant) parameters, has the same chance to overfit or underfit the training data (com-
pared to the original MF model) because the overparameterized MF model has identical hypothesis space to the original MF model. Therefore, the improvement in the experiments comes from better optimization, not the overfitting or underfitting issues resulting from different hypothesis spaces of the MF and the overparameterized MF models.

Figure 1 summarizes our experimental results. We compared various optimization techniques in terms of their training time (measured by training time per epoch) and loss (measured via mean squared error score between the predicted and the actual ratings) on the original and the overparameterized MF models. We use the notation $\text{OP}_{<X>}$ to denote applying optimizer $<X>$ on the overparameterized MF model, and $<X>$ to denote applying optimizer $<X>$ on the original MF model. As seen, when we fix the optimizer, the overparameterized model converges much faster, with a slightly increased training time in each epoch. Note that all the reported values here are normalized by using $\text{SGD}$ as the baseline. For example, $\text{OP}_{\text{SGD}}$ is located at $(1.02, 0.63)$, meaning its mean squared error (MSE) score is 0.63 times $\text{SGD}$’s MSE score (i.e., much more accurate), and its training time is 1.02 times $\text{SGD}$’s training time (i.e., slightly slower).

The numbers reported here are the average of multiple runs on multiple datasets. The details of the experimental settings and results are discussed in Section 4.

This paper makes the following contributions.

1. We propose an overparameterized matrix factorization model, which intentionally introduces redundant parameters to the original matrix factorization model. The new model has an identical hypothesis space to the original model.

2. We derive theoretically that applying the vanilla SGD on the overparameterized MF model is equivalent to optimizing the original MF model based on SGD with momentum and adaptive learning rates, and each learnable parameter has a different learning rate. It is surprising that overparameterization implicitly operates these carefully designed strategies aiming at accelerating optimization, especially for deep neural networks (Sutskever et al., 2013; Behera et al., 2006; Duchi et al., 2011).

3. We apply different optimizers on the overparameterized matrix factorization model and the original matrix factorization model. We conducted experiments based on public datasets. The experimental results show that the overparameterized model converges to a small loss with fewer epochs in all our experiments.

The rest of the paper is organized as follows. In Section 2, we review the related works regarding matrix factorization, optimization, overfitting and underfitting, and overparameterization. Section 3 introduces the proposed overparameterized matrix factorization model and derives its connections to the optimization strategy. Section 4 shows the experiments. Finally, we discuss the discoveries in Section 5.

2 RELATED WORK

Matrix factorization is arguably one of the most fundamental techniques in recommender systems. Matrix factorization became popular probably because of the Netflix Prize and Simon Funk (Piatetsky, 2007), and therefore sometimes it is called Simon Funk’s SVD (Kurucz et al., 2007). Essentially, MF treats each user and each item as a vector, and a user’s rating on an item is predicted by the inner product of the two vectors. MF highly influences the recommendation community and many of the following works, such as factorization machines (Rendle, 2010), SVD++ (Koren et al., 2009), nonnegative matrix factorization (Luo et al., 2014), NeuralCF (He et al., 2017), Wide & Deep model (Cheng et al., 2016), Prod2Vec (Grbovic et al., 2015), and Behavior2Vec (Chen, 2018). Instead of proposing another learning-based recommender system that takes user and item interaction as the input, this paper focuses on a more fundamental issue – better optimizing the MF model and, more generally, the learning-based recommendation model based on overparameterization. Therefore, the discoveries in this paper may help many of the learning-based recommendation models to obtain better parameters in fewer epochs.

One popular method for evaluating machine learning algorithms is to divide the labeled instances into training and test data, and the evaluation is conducted based on the test data. Many papers discussing recommender systems also adopt such a method. However, it has been shown that such a simple method may obtain biased training and test instances when evaluating recommender systems (Chen et al., 2017). For the evaluation metrics, one common method is to use the root mean squared error (RMSE) to compare the predicted and the observed rating (Piatetsky, 2007; Chen, 2017; Harper and Konstan, 2016). However, it has been found that a low RMSE score does not necessarily represent a good recommendation ranking (Steck, 2013). Therefore, ranking-based evaluation metrics, such as the discounted cumulative gain (DCG) and normalized discounted cumulative gain (nDCG), are probably better evaluation metrics (Järvelin and Kekäläinen, 2002).
sues of biased training and test data and RMSE metric in recommender systems, this paper still uses these settings, because our goal is to accelerate the optimization process of the existing approaches rather than proposing another recommendation algorithm.

A supervised model learns the parameters to minimize the objective function, which is often defined as a weighted sum of the training loss and the generalization terms. If only the training loss is included in the objective function, it is likely to overfit the training data. Overfitting typically occurs when a learning model is too complex to overinterpret the relationship between the features and the target variable. An overcomplex model has a larger hypothesis space, so the model tends to “memorize” the training data, including the outliers, instead of discovering the patterns from the data. As a result, an overfit model usually performs excellently on the training data but unsatisfactorily on the unseen data. To prevent overfitting, not only the training loss but also model generalization needs to be considered, which can be achieved through various techniques, such as limiting the L1-norm or the L2-norm of the learnable parameters (Tibshirani, 1996), dropout (Srivastava et al., 2014), early stopping (Prechelt, 1998), and data augmentation (Wong et al., 2016). However, if a model is too simple such that it fails to capture the relationship between the features and the target variables, the model may have poor performance as well. This is often called underfitting. Recently, it was found that for recommender systems, the regularization weights should be applied “itemwise”. Specifically, it is better to assign smaller regularization weights (i.e., lower constraints) to the latent factors associated with the frequent items (i.e., the items that reveal more information in the training data) (Chen and Chen, 2019).

One essential building block of the supervised learning models is the optimizer, i.e., the optimization algorithm. The simplest optimizer is probably stochastic gradient descent (SGD), which iteratively updates the values of the parameters based on the opposite direction of the gradients. To accelerate the optimization speed, especially for deep neural networks, many variations of SGD have been proposed. For example, momentum is included to consider not only the current gradient but also previous update speeds (Qian, 1999). The adaptive subgradient method (i.e., AdaGrad) adapts the learning rate of the parameters based on the appearance frequency of the parameters — the frequent parameters with smaller learning rates and the infrequent parameters with larger learning rates (Duchi et al., 2011). Adadelta further modifies AdaGrad by including only a limited number of previous gradients (Zeiler, 2012). RMSprop is another method that updates each parameter with adaptive learning rates to reduce the oscillation across the slopes of different dimensions (Graves, 2013). Adam integrates past gradients (with exponential decay) and squares of past gradients (with exponential decay) (Kingma and Ba, 2014). These optimizers accelerate the training speed, especially for deep neural networks. We compared many of these optimizers on the original and the overparameterized MF in this paper.

It is commonly believed that a model with too many learnable parameters tends to overfit the training data, so the success of deep learning probably originates in the rich expressiveness of the model and a large quantity of available training data. However, recent studies found that increasing parameters may not only increase the expressiveness of the model but also accelerate the optimization under certain conditions (Arora et al., 2018; Du et al., 2019). Our paper studies the effect of overparameterization on the matrix factorization problem without increasing the hypothesis space. We also found that overparameterization accelerates the optimization for the MF method. The closest work to our study is probably the weighted-SVD (WSVD) model (Chen, 2017), which also overparameterizes the matrix factorization model. However, the WSVD model was derived from a different perspective and did not provide a formal analysis of overparameterization and its connection to optimizers and optimization speed.

3 METHODOLOGY

3.1 Preliminary

The matrix factorization model states that $r_{ij}$, a user $i$’s rating score on item $j$, is influenced by the interaction of user $i$’s latent factor vector $p_i$ and the item’s latent factor vector $q_j$. The biased matrix factorization model, also known as the Simon Funk SVD model, incorporates the concept of latent factors along with user biases and item biases. As a result, the biased matrix factorization model predicts a user $i$’s rating score $\hat{r}_{ij}$ on an item $j$ based on Equation 1. In the following, we use matrix factorization to denote biased matrix factorization.

$$\hat{r}_{ij} = \mu + b_i + c_j + p_i \cdot q_j,$$  \hspace{1cm} (1)

where $\mu$ is the average of all known ratings, $b_i$ is the bias of user $i$, i.e., user $i$ tends to overrate or underrate an item (compared to the average), $c_j$ is the bias of item $j$, i.e., item $j$ tends to receive a lower or higher
score (compared to the average), and \( p_i \) and \( q_j \) are the vectors of the latent factors of user \( i \) and item \( j \), respectively.

The loss function is usually defined as the weighted sum of two terms – (1) the sum of squared score between the known ratings and the predicted ratings and (2) the L2-norm of the learned parameters. Equation 2 shows the loss function.

\[
\mathcal{L} = \frac{1}{2} \sum_{t:(i,j) \in \mathcal{K}} (\hat{r}_{ij} - r_{ij})^2 + \frac{\lambda}{2} \| \Theta \|^2,
\]  

where \( \mathcal{K} \) is the set of all given ratings from user \( i \) to item \( j \), \( \lambda \) is a hyperparameter to decide the relative importance between the training loss and regularization power, and \( \Theta \) is the set of all the parameters to learn, i.e., all the \( b_i, c_j, \) and all the entries in \( p_i, q_j \).

The learning process finds the parameters to minimize the objective function (Equation 2). Various optimizers can be used in practice.

### 3.2 Overparameterized MF

Here we propose an overparameterized matrix factorization model, which has the same hypothesis space as the MF model shown in Equation 1. However, we demonstrate later that our new model converges faster than the original MF model, both theoretically and empirically.

The predicting equation of the overparameterized MF is shown in Equation 3.

\[
\hat{r}_{ij} = \mu + b_i + c_j + \langle w_1 \odot \tilde{p}_i, w_2 \odot \tilde{q}_j \rangle, \tag{3}
\]

where \( w_1 \) and \( w_2 \) are vectors whose lengths equal the length of \( \tilde{p}_i \) and the length of \( \tilde{q}_j \), and \( \odot \) represents the Hadamard product (i.e., elementwise product).

Equation 3 is an overparameterized version of the original matrix factorization model (Equation 1). In other words, although the new model appears to have extra learnable parameters \( w_1 \) and \( w_2 \), the hypothesis spaces of the original MF model and the overparameterized MF model are identical. Specifically, for every \( p_i \) and \( q_j \) in Equation 1, we can find \( w_1 \), \( \tilde{p}_i \), \( w_2 \), and \( \tilde{q}_j \) in Equation 3 such that \( p_i = w_1 \odot \tilde{p}_i \) and \( q_j = w_2 \odot \tilde{q}_j \) (e.g., by setting \( w_1 = [1, \ldots, 1]^{T} \), \( p_i = \tilde{p}_i \), and \( q_j = \tilde{q}_j \)). Likewise, for every \( w_1 \), \( \tilde{p}_i \), \( w_2 \), and \( \tilde{q}_j \) in Equation 3, we can find the corresponding \( p_i \) and \( q_j \) in Equation 1 by merely setting \( p_i \) as \( w_1 \odot \tilde{p}_i \) and \( q_j \) as \( w_2 \odot \tilde{q}_j \). Therefore, the hypothesis spaces of the original MF model and of our proposed overparameterized MF model are identical.

### 3.3 Overparameterization accelerates matrix factorization training

Since the new model does not increase the expressiveness of the MF model, if the new model converges faster, the improvement is likely to be the result of better optimization. Below, we theoretically show that optimizing the overparameterized MF model by the vanilla SGD implicitly implies optimizing the original MF model based on SGD with the momentum and adaptive learning rate on different parameters. The proof follows the discussion in (Arora et al., 2018) for the linear regression model with \( \ell_p \) loss.

Below, we use superscript \((t)\) to denote the value of a variable at the \( t \)-th epoch. Let \( \hat{r}_{ij}^{(t)} \) denote the difference between the predicted rating and the real rating from user \( i \) to item \( j \) at epoch \( t \) (i.e., \( \hat{r}_{ij}^{(t)} := r_{ij} - \hat{r}_{ij} \)), and for simplicity, we ignore the generalization terms in Equation 2 (i.e., set \( \lambda \) to zero). If we apply the overparameterized MF model, the partial derivatives of the loss function to the variables \( w_1 \) and to the variable \( \tilde{p}_i \) are shown in Equation 4 and Equation 5, respectively.

\[
\nabla w_1 = \ell_{ij} (w_2 \odot \tilde{p}_i \odot \tilde{q}_j) \tag{4}
\]

\[
\nabla \tilde{p}_i = \ell_{ij} (w_1 \odot w_2 \odot \tilde{q}_j) \tag{5}
\]

The values of \( p_i \) in Equation 1 can be reconstructed by \( w_1 \odot \tilde{p}_i \) in Equation 3. We use vanilla SGD to update \( w_1 \) and \( \tilde{p}_i \), as shown below.

\[
p_{i}^{(t+1)} = w_{1}^{(t+1)} \odot \tilde{p}_{i}^{(t+1)}
= \left( w_{1}^{(t)} - \eta \nabla w_{1}^{(t)} \right) \odot \left( \tilde{p}_{i}^{(t)} - \eta \nabla \tilde{p}_{i}^{(t)} \right)
= w_{1}^{(t)} \odot \tilde{p}_{i}^{(t)}
- \eta \left( w_{1}^{(t)} \odot \nabla \tilde{p}_{i}^{(t)} + \tilde{p}_{i}^{(t)} \odot \nabla w_{1}^{(t)} \right) + O(\eta^2)
\approx w_{1}^{(t)} \odot \tilde{p}_{i}^{(t)} - \eta w_{1}^{(t)} \odot \ell_{ij}^{(t)} (w_{1}^{(t)} \odot w_{2}^{(t)} \odot \tilde{q}_{j}^{(t)})
- \eta \tilde{p}_{i}^{(t)} \odot \ell_{ij}^{(t)} (w_{2}^{(t)} \odot \tilde{p}_{i}^{(t)} \odot \tilde{q}_{j}^{(t)})
= p_{i}^{(t)} - \beta^{(t)} \odot \nabla \tilde{p}_{i}^{(t)} - \gamma^{(t)} \odot \tilde{p}_{i}^{(t)},
\tag{6}
\]

where \( \beta^{(t)} := \eta w_{1}^{(t)} \odot w_{1}^{(t)}, \gamma^{(t)} := \eta \tilde{p}_{i}^{(t)} \odot \tilde{p}_{i}^{(t)} \odot \tilde{q}_{j}^{(t)} \) (\( \odot \) denotes the Hadamard division, i.e., elementwise division), and \( \eta \) is the learning rate. \( O(\eta^2) \) is ignored since it is close to zero.

Following the discussion in (Arora et al., 2018), if the values of \( w_{1}^{(0)} \) and \( \tilde{p}_{i}^{(0)} \) are initialized to close to zero vectors, then \( \tilde{p}_{i}^{(0)} \) would also be close to a zero...
vector. Thus, $p^{(t)}_i$ is close to a weighted combination of the previous gradients. Therefore, we may further rewrite Equation 6 in the following form.

$$p^{(t+1)}_i = p^{(t)}_i - \beta^{(t)} \odot \nabla p^{(t)}_i - \gamma^{(t)} \odot \left( \sum_{c=1}^{t-1} \mu^{(t,c)} \nabla p^{(c)}_i \right),$$

(7)

where $\mu^{(t,c)}$ is regarded as a time-varying and adaptive momentum coefficient.

As shown in Equation 7, the update of $p_i$ corresponds to SGD with momentum, and the learning rate $\beta^{(t)}$ and the momentum coefficient $\mu^{(t,c)}$ are epoch-varying and adaptive. Additionally, each element of $p_i$ has a different learning rate in the same epoch.

Similarly, we can show that the update of $q_j$ follows Equation 8.

$$q^{(t+1)}_j = q^{(t)}_j - \delta^{(t)} \odot \nabla q^{(t)}_j - \zeta^{(t)} \odot \left( \sum_{c=1}^{t-1} \eta^{(t,c)} \nabla q^{(c)}_j \right),$$

(8)

where $\delta^{(t)} := \eta w^{(t)}_2 \odot u^{(t)}_1$, $\zeta^{(t)} := \eta^{(t)} \left( w^{(t)}_1 \odot u^{(t)}_2 \right) \odot \bar{p}^{(t)}_i \odot q^{(t)}_j$, and $\eta^{(t,c)}$ is a time-varying and adaptive momentum coefficient.

In other words, the update of $q$ shares similar properties to the update of $p$ we showed above — momentum, adaptive learning rate, and different learning rates for different parameters within the same epoch. Since these modern optimization techniques are implicitly applied, it is likely to converge faster than the standard matrix factorization model.

4 EXPERIMENTS

4.1 Experimental datasets

We use 5 public datasets with different rating scales and different densities as the experimental data, including Epinions product review dataset (Massa et al., 2008), MovieLens-1M rating dataset (Harper and Konstan, 2016), FilmTrust dataset (Guo et al., 2013), Yahoo! Movies rating dataset (ymovies) (Marlin and Zemel, 2009; Marlin et al., 2012), and Amazon Musical Instruments product rating dataset (AMI) (He and McAuley, 2016). Table 1 shows the statistics of these datasets, including the number of unique users, the number of unique items, the number of users’ ratings on the items, the rating scales, and the density (i.e., the number of ratings divided by the product of the number of users and the number of items).

4.2 Experimental design

For each of the experimented datasets, we randomly selected 80% of the ratings as the training data and the remaining 20% as the test data.

We used the following optimizers to update the parameters of the original matrix factorization model: vanilla SGD, AdaGrad, Adadelta, RMSprop, and Adam, which were labeled SGD, AdaGrad, Adadelta, RMSprop, and Adam, respectively. Additionally, we used the same set of optimizers to update the parameters of the overparameterized matrix factorization model. We labeled them as OP_SGD, OP_AdaGrad, OP_Adadelta, OP_RMSprop, and OP_Adam.
### Table 1: Statistics of the benchmark datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th># users</th>
<th># items</th>
<th># ratings</th>
<th>Density</th>
<th>Rating scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epinions</td>
<td>40,163</td>
<td>139,738</td>
<td>664,824</td>
<td>0.0118%</td>
<td>[1, 2, 3, 4, 5]</td>
</tr>
<tr>
<td>MovieLens-1M</td>
<td>6,040</td>
<td>3,706</td>
<td>1,000,209</td>
<td>4.4684%</td>
<td>[1, 2, 3, 4, 5]</td>
</tr>
<tr>
<td>FilmTrust</td>
<td>1,508</td>
<td>2,071</td>
<td>35,497</td>
<td>1.1366%</td>
<td>[0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4]</td>
</tr>
<tr>
<td>Yahoo! Movies</td>
<td>7,642</td>
<td>11,916</td>
<td>221,367</td>
<td>0.2431%</td>
<td>[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]</td>
</tr>
<tr>
<td>AMI</td>
<td>339,231</td>
<td>83,046</td>
<td>500,176</td>
<td>0.0018%</td>
<td>[1, 2, 3, 4, 5]</td>
</tr>
</tbody>
</table>

### Table 2: Test MSE of different models and different optimizers at 50th and 200th epochs. For each OP, <X> and <X>, we highlight the one that better predicts the ratings (i.e., lower mean squared error score)

<table>
<thead>
<tr>
<th>Epoch count</th>
<th>Epinions</th>
<th>MovieLens-1M</th>
<th>FilmTrust</th>
<th>Yahoo! Movies</th>
<th>AMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4.6533</td>
<td>4.5395</td>
<td>4.1771</td>
<td>3.8116</td>
<td>3.3948</td>
</tr>
<tr>
<td>200</td>
<td>4.7147</td>
<td>4.5743</td>
<td>4.1203</td>
<td>3.8203</td>
<td>3.3923</td>
</tr>
<tr>
<td>50</td>
<td>18.2237</td>
<td>18.3477</td>
<td>18.3477</td>
<td>18.3477</td>
<td>18.3477</td>
</tr>
<tr>
<td>200</td>
<td>5.9421</td>
<td>5.9421</td>
<td>5.9421</td>
<td>5.9421</td>
<td>5.9421</td>
</tr>
</tbody>
</table>

### 4.3 Convergence speed

Here, we show the comparison of the convergence speed between the original MF model and the overparameterized MF model based on fixed optimizers. The top subfigure of Figure 2 shows the relationship between the training mean squared error (MSE) and the epoch when using SGD as the optimizer for the original MF model and the overparameterized MF model. We report the training MSE score here because we want to compare the optimization speed but not the generalizability of the models. As seen, the overparameterized MF model obtained better parameters with fewer epochs. We also showed similar comparisons on other optimizers, including AdaGrad, Adadelta, RMSprop, and Adam. As shown in the other subfigures of Figure 2, in almost all cases, the overparameterized MF model requires significantly fewer epochs to reach decent results. The only exception is RMSprop, in which the overparameterized MF model requires slightly more epochs than the standard MF model initially.

To validate the observation, we conducted similar experiments on other datasets, including Amazon Musical Instruments, FilmTrust, MovieLens-1M, and Yahoo! Movies. We observed similar results on all these datasets. To save space, we do not include these figures. However, from Figure 1, it is clear that, on average, the overparameterized MF converged much faster in the first 50 epochs.

### 4.4 Model accuracy

We have shown that when fixing the optimizer, the overparameterized MF model converged faster than the standard MF model. In this section, we show the comparison of the generalizability for the standard MF model and the overparameterized MF model when they used the same optimizer.

We generated the models based on the training data and computed the MSE scores based on the test data. Table 2 shows the result at the 50th and the 200th epoch. As seen, in nearly all cases, the overparameterized MF better predicts the testing rating scores (i.e., smaller MSE score) compared to the standard MF model, when both the overparameterized and the standard MF used the identical optimizer. This implies that the overparameterized model, albeit with redundant parameters, did not seem to overfit the training data. We believe this is because both models have the same hypothesis space.

### 4.5 Training time

Although the overparameterized model required much fewer epochs to obtain decent parameters, the overparameterized model needed to update more parameters within one epoch. This may raise the following concern – if the overparameterized model requires more computation time to accomplish one epoch, does the overparameterized model truly use a shorter amount of time to converge?

To validate this, we empirically tested the com-
computation time of one epoch for each method on the 5 tested datasets. We conducted these experiments on a standard desktop computer with an Nvidia RTX 2080Ti video card. The results are shown in Table 3. If we compare each pair of $\text{OP}_<X>$ and $<X>$, it appears that the overparameterized model required slightly longer training time on average.

To quantify the relative training time of different methods for every dataset, we used $\text{SGD}$ as the compared baseline. We computed the relative training time per epoch of method $x$ on the dataset $d$ by Equation 9.

$$r_{x}^{(d)} = \frac{t_{x}^{(d)}}{t_{\text{SGD}}^{(d)}},$$

where $t_{x}^{(d)}$ denotes the running time per epoch of method $x$ on the dataset $d$. For example, $t_{\text{OP}_\text{Epinions}}^{(d)} = 7.6626$, and so $r_{\text{OP}_\text{SGD}}^{(d)} = 7.6626/7.6017 \approx 1.0080$, which means $\text{SGD}$ was 1.0080 times faster than $\text{OP}_\text{SGD}$ to finish one epoch.

We computed the average relative training time by the geometric mean of the relative training time on different datasets, as defined by Equation 10. We used the geometric mean instead of the arithmetic mean because the geometric mean is appropriate for the average of relative proportion measures.

$$r_{x} = \left( \prod_{d} r_{x}^{(d)} \right)^{1/n},$$

The $r_{x}$ values are the $x$-axis of each method in Figure 1. Similarly, for each method, we computed the average relative MSE scores using $\text{SGD}$ as the baseline. The results are the $y$-axis in Figure 1. As a result, this figure summarizes our experimental results. First, applying an optimizer on the overparameterized MF model requires fewer epochs to obtain decent parameters, compared to using the same optimizer on the standard MF model. Second, if we compare the running time of one epoch, applying an optimizer on the standard MF model is usually faster but only slightly faster. Overall, using the overparameterized model is still highly beneficial.

5 DISCUSSION

This paper studied overparameterization on the matrix factorization model, both theoretically and empirically. We proposed one possible method for overparameterizing the matrix factorization model. We mathematically showed that applying the vanilla SGD optimizer on the overparameterization MF implies using the SGD with momentum and adaptive learning rate on each learnable parameter. We conducted experiments on many public datasets to show that an overparameterized MF model with popular optimizers (e.g., Adam and RMSprop) converges faster than the standard MF model with the same optimizers. Both the theoretical analysis and the empirical results indicate that overparameterization accelerates the optimization of the matrix factorization model. Therefore, whenever matrix factorization is needed, we suggest using the overparameterized version proposed in this paper to accelerate the training process. Such a technique can be applied to a wide range of applications and systems that leverage MF or its variants as the core algorithm.

Although we have shown an overparameterized MF model, this is not the only method for overparameterizing the MF model. For example, the model proposed in (Chen, 2017) is also an overparameterized MF model. However, that work was motivated from a different perspective and did not formally discuss the connection among overparameterization, optimization, and the model per se. Since there can be multiple methods for overparameterizing the MF model, it could be interesting to study the connec-
tion between different overparameterized MF models, and further validate whether other overparameterized models also accelerate the optimization process. This is one of the topics we are interested in continuing.

Another possible future work is to overparameterize other supervised learning-based recommendation models, such as factorization machine, NeuralCF, and Wide & Deep. We are interested in investigating, both theoretically and empirically, the optimization speed of these models when these models are overparameterized.
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