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Mission: data science for the society

Discover the necessity and problem
(Need)

Equip with programing and math
skills along with domain knowledge
to solve the problem (skill)

Willing to practice and make it
happen (Passion)
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Recent research/project direction

Develop machine learning models that are
= Faster (shorter training or inference time)

= More accurate

= Better (under certain conditions)

Apply machine learning to applications
= Smart sport (fgZE1E B Fl )
" Privacy-preserving machine learning
= Search engines & recommender systems
= PM2.5 prediction & sensor malfunction prediction
= Traffic prediction
= Personality traits and personality prediction
= Clip search within videos
" Log analysis
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C.-Y. Chou et al., Springer Nature Scientific Data 2025
P.-C. Cheng et al., AloT 2025
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DelnfoReg — BIR backprop HY53 EZ3F
3L (2023 - 2025)

Realizes model ®
parallelism for
deep learning; o

maintains high 3 '
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networks and PN /
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Z.-H. Huang, Y.-T. Lin, H.-H. Chen. Neurocomputing 2025.



DelnfoReg — accurate, efficient, and
robust

Accurate predictions

Batch Size | 64 128 256
IMDB
BP 87.91 + 0.44  87.54 +0.29  87.50 + 0.42
AL 87.93 + 0.37  86.89 + 0.73  87.98 + 0.48

SCPL 88.16 £ 0.48  88.89 £0.29  88.69 + 0.32
DelnfoReg | 89.02 + 0.17 89.26 + 0.09 88.86 + 0.30

AGNews
BP 91.05 £+ 0.10 90.84 + 0.11 90.74 + 0.16
AL 88.20 £+ 1.60 86.20 + 1.90 89.41 £+ 0.86
SCPL 91.36 £+ 0.21 91.64 + 0.07 91.66 &+ 0.21

DelnfoReg | 91.91 + 0.13 91.95 + 0.06 91.90 + 0.15

Fast training with multiple
GPUs

Batch size I 256 512 1024

BP 1x (28.74 sec) 1x (28.44 sec) 1x (28.8 sec)
DeInfoReg (1 GPU) 0.81x 0.85x 0.90x
DelnfoReg (2 GPUs) 1.30x 1.35x 1.35x
DelnfoReg (4 GPUs) 1.41x 1.44x 1.47x

Robust to noisy data

6: noisy ratio

DBpedia
BP 97.66 £ 0.05 97.63 £0.01  97.59 £ 0.02
AL 91.20 £ 237 9281 £202 93.58 £ 1.62
SCPL 97.35 £ 0.27 9747 £0.04  97.58 £ 0.05

DelnfoReg | 97.84 + 0.02 97.84 + 0.02 97.85 + 0.03

0 \ 0.0 0.2 0.4 0.6 0.8

DelnfoReg

BP 88.27 £ 0.48 83.01+12 76.08+0.13 67.71+£04 5794+ 1.75
90.15 + 0.18 85.46 £ 0.66 81.28 +1.1 76.36 =518 68.1+ 831
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Z.-H. Huang, Y.-T. Lin, H.-H. Chen. Neurocomputing 2025.
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Llama 3.2 3B
Gemma 2 2B |
Gemma 2 9B

Gemma 2 27B | |
GPT-40 ||| ‘L |
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Gemini 1.5 Flash
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E. Chen, R.-J. Zhan, Y.-B. Lin, H.-H. Chen. CIKM 2025.
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Kendall’s Tau

AZEEEZIRENR

Model EETEER

Llama3.2 3B 0.6352 0.6975
Gemma?2 2B 0.6642 0.7411
Gemma?2 9B 0.6125 0.6919
Gemma?2 27B 0.6159 0.7201
Gpt-40 mini 0.5939 0.6712
Gpt-4o0 0.5375 0.5666
Gemini 1.5 flash 0.5522 0.6364
Gemini 1.5 flash-8B 0.5577 0.6368
Gemini 1.5 pro 0.3368 0.4557
Gemini 2.0 flash 0.5383 0.6362

E. Chen, R.-J. Zhan, Y.-B. Lin, H.-H. Chen. CIKM 2025.

LAGender Ratio HEERa €5, LLMEL
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C.-Y. Chou, H.-H. Chen. CIKM 2025.
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A

[RIGERIE | meEek Standard | SimCLR | ACL-PF | ACL-CFPC | ACL-TEC

CLEAN | 86.27% | 90.07% | 90.1% 90.28% 84.28%

CIFAR-10 FGSM | 4.63% | 19.96% | 39.81% | 40.77% 21.94%

PGD 0% 0.06% 2.4% 3.21% 14.51%

CLEAN | 92.7% | 92.41% | 92.65% 92.64% 92.42%

Fashion-MNIST | FGSM | 29.15% | 39.54% | 46.83% 53.45% 82.3%

PGD 7.75% 3.77% | 10.82% 12.65% 35.09%

CLEAN | 92% 90.67% | 90.98% 89.67% 57.85%

GTSRB FGSM | 36.81% | 45.89% | 52.26% | 52.65% 33.25%

PGD 1.79% 7.76% | 3.27% 4.67% 12.96%
Contrastive ECOCEEHEF FGSMAZPGDIN E
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C.-Y. Chou, H.-H. Chen. CIKM 2025.
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(BRI ERNZERIRULK (on

training data)

le7 le7
—— No Dropping 1.2 —— No Dropping
10/ \ Drop Small Gradient (DDC) | | | - Drop Small Gradient (DDC)
. -——- Drop Big Gradient 1.0 \' -——- Drop Big Gradient
\+ - - - Drop Small Parameter . - - - Drop Small Parameter
0.8 \ ----- Drop Big Parameter 0.8 \ ----- Drop Big Parameter
0 \ 0 \
0 0.6] 0
S 20.6
0.4 0.4
0.2 0.2
0.01_ | | | | 0.01 | | | |
0 10 20 30 40 0 10 20 30 40
Iteration Iteration
(a) w1 = 11.5,’!_02 =—10 (b) w1 = 9, w2 = —10.5
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Y.-C. Yang, H.-H. Chen. PAKDD 2025.



(BRI ERIERRBEEIRE

(on test data)

CIFAR-10 CIFAR-100
Network Structure Network Structure
Method AlexNet VGG Method AlexNet VGG
No Dropping 81.04 +0.04 90.46 + 0.12 No Dropping 62.53 £ 0.50 71.38 £0.03
DDC 84.25 £ 0.09(77) 90.94 £ 0.11(1T) DDC 64.06 £ 0.37(77)  72.09 & 0.04(17)
Dropout 83.86 £ 0.09(1T) 90.66 £+ 0.07(1T) Dropout 66.53 & 0.27(77)  71.69 = 0.06(1T)
DropConnect 83.52+0.17(17)  90.68 & 0.08(17) DropConnect 63.72+0.11(11)  71.60 £ 0.21(1)
Standout 83.75 + 0.04(17) 90.64 £+ 0.08(1) Standout 63.97 + 0.38(17) 71.53 £0.31(1)
Drop Small Parameter ~ 83.00 % 0.10(1T) 89.88 4+ 0.01(|/) Drop Small Parameter ~ 63.10 + 0.13(% 71.71 + 0.10(17)
Drop Big Parameter 83.81 £ 0.06(1) 90.45 4 0.02({) Drop Big Parameter 63.02 + 0.47(1) 71.82 +0.03(1T)
Drop Big Gradient 83.19+0.16(1)  90.8840.03(17)  Drop Big Gradient 62.92+0.22(1)  71.13+0.07(l])
NORB
Network Structure
Method AlexNet VGG
No Dropping 92.08 +£0.11 93.36 £ 0.03
DDC 92.93 4+ 0.09(1T) 94.20 £ 0.16(17)
Dropout 92.04 £ 0.07(]) 93.79 £ 0.25(77)
DropConnect 92.09 + 0.14(7) 93.94 + 0.19(17)
Standout 92.08 £+ 0.07 93.81 £ 0.08(7T)
Drop Small Parameter ~ 92.42 + 0.10(11)  94.02 4 0.05(17)
Drop Big Parameter 92.02 £ 0.04(]) 93.82 £+ 0.15(77)
Drop Big Gradient 91.85 + 0.13(]) 94.17 + 0.07(17)
21

Y.-C. Yang, H.-H. Chen. PAKDD 2025.



Multivariate Beta Mixture Model
(MBMM) & Flexible Bivariate Beta
Mixture Model (FBBMM)

New probabilistic clustering algorithms

Gaussian mixture model (GMM): each cluster has to be a
Gaussian distribution

MBMM & FBBMM: allow versatile shapes for each cluster
= Uni-modal (symmetric or skewed), bi-modal

GMM MBMM FBBMM

" f”mn\'
+ 2
| [*%ee oo * .‘o
%, A
Vet st

Clustering results on the concentric circles (synthetic data)

Y.-P. Hsu and H.-H. Chen. PAKDD 2025, Y.-P. Hsu and H.-H. Chen. PAKDD 2024 .



Math Information Retrieval (MathIR)
(1/2)

Query: “ax? + bx + ¢ = 0"

= Does “af? — [0 = y” count as a match?

* If x is the unknown in Eql, 0 is the unknown in Eg2, the
two equations are equivalent

* However, if compute similarity based on text-matching-
based methods (e.g., TF-IDF), Eql and Eg2 are not
similar

Challenge

1. MathlIR is beyond text-matching

2. Labeled data (i.e., which pairs of equations are
similar) is limited

P.-S. Wang and H.-H. Chen. IRonGraphs 2024 (in conjunction with ECIR 2024) -



Math Information Retrieval (MathIR)
(2/2)

Convert equation into graphs

= Capture the notation structures
* Tackles challenge 1 (MathlIR is beyond text matching)

Graph Contrastive Learning (GCL)

= Generate similar equation pairs based on graph
augmentation techniques
* Tacks challenge 2 (limited labeled data)

Bpref scores (TangentCFT is a SOTA)

Model SLT OPT F1

TangentCFT | 0.680 & 0.0053 0.660 £ 0.0064 0.670
InfoGraph 0.691 = 0.0066 0.685 4 0.0070 0.688
BGRL 0.701 £ 0.0089 0.683 £ 0.0077  0.692
GraphCL 0.685 £ 0.0090 0.703 +£0.0072 0.694

P.-S. Wang and H.-H. Chen. IRonGraphs 2024 (in conjunction with ECIR 2024) “



Privacy-preserving machine learning
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Supervised Contrastive Parallel
Learning (SCPL) (1/3)

Realizes model parallelism for deep learning;
maintains high test accuracies across different

networks and open datasets
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Standard BP

Supervised Contrastive Parallel
Learning (SCPL) (2/3)

Device No. Stage
GPUO FW1 | FW2 | FW3 | FW4 | LOSS | BW4 BW3 BW2 BW1 upP
Time point | t; t t3 t, ts 53 t; ‘ ts to l tio | t1 | t1; t13 ‘ t1q l s | tis t17
NMP
Device No. Stage CO n Ce pt
GPUO FW1 ] | BW1 up il .
GPU1 FW2 BW2 UpP I USt ratlon
GPU2 FW3 BW3 upP /
GPU3 FW4 [ LOSS | BW4 up
Time pOint t1 ty t3 ts ts te t; tg ty tio t11 t1o ti3 tia tis tis t7
SCPL
Device No. Stage
GPUO FW1 | LOSS BW1 up FWi: forward for layer i TrU e t ra I n I n g
GPU1 FW2 | LOSS BW2 up L‘;j—‘“ ;0";(9“:'?55 | 4 GPU
BWi : backward for layer i
GPU2 FWS3 | LOSS BW3 up UP: update parameter values p ro C eSS O n S
GPU3 FW4 [ LOSS | BW4 up
Time point | t; t, t3 t, ts ts t; tg
[U ms IEUD ms ]400 ms |D ms |ZDG ms |4UD ms
» python (pid 2211): CPU > python (pid 2436): CPU
| I |
> python (pid 0): GPU 0 » python (pid 0): GPU 0
Il I Il
> python (pid 1): GPU 1 » python (pid 1): GPU 1
m Lol 1 I
» python (pid 2): GPU 2 > python (pid 2): GPU 2
I I I | [ IO O
> python (pid 3): GPU 3 » python (pid 3): GPU 3
| [ I I
» Process Spans » Process Spans
| i35 362 ms

(a) Training LSTM on IMDB (using NMP).

(b) Training LSTM on IMDB (using SCPL).



Supervised Contrastive Parallel
Learning (SCPL) (3/3)

Training time speedup ratios (IMDB, transformer)

Batch size | 32 64 128 256 512
BP Ix (196 min) 1x (173 min) 1x (156 min) 1x (149 min) 1x (147 min)
GPipe (1 GPU) 0.75x 0.72x 0.72x 0.71x 0.70x
GPipe (2 GPUs) 1.00x 0.92x 0.93x 0.93x 0.92x
GPipe (4 GPUs) 1.35x 1.25x 1.17x 1.16x 1.11x
SCPL (1 GPU) 1.12x 1.07x 1.03x 1.03x 1.05x
SCPL (2 GPUs) 1.43x 1.37x 1.32x 1.37x 1.38x
SCPL (4 GPUs) 1.92x 1.82x 1.66x 1.67x 1.66x

Test accuracies (IMDB)

| LSTM Transformer

BP || 89.68+020  87.5440.44

Early Exit 84.34 4+ 0.31 80.24 +0.24

AL 86.41 £+ 0.61 85.65 = 0.77
SCPL 89.84 +0.10t 89.03+0.127}

FEEE: (IR, AT 36



Associated learning (AL) (1/2)

AL: an alternative to end-to-end backpropagation

AL decomposes a network into small components:
= Each component has a local objective function

= Parameters in different components can be updated
simultaneously

* Eliminate backward lock, so pipelined training is possible; increase

throughput
fi f2 f3 fa fs fe f7
- - - - =l - =l
x S1 S 53 L3 %) t y
<= <= <= <= <= <= <=
df1 a1 af3 0fs dfs dfe df7
00, 06, 06, 06, 36, 00, a6y

D. Wu, D.-N. Lin, V. Chen, H.-H. Chen. ICLR 2022.

Y.-W. Kao and H.-H. Chen. MIT Neural Computation 2021. .



Associated learning (2/2)

Results on image classification (CIFAR-100)
e AL

Vanilla CNN 26.5 + 0.4% 29.7 £ 0.2%
VGG 65.8 + 0.3% 67.1+0.3%

Results on NLP-1 (IMDB)
. ep AL

LSTM 88.10+0.50% 89.04 +£0.37%

Results on NLP-2 (AGNews)
I L

LSTM 88.56 £ 0.97% 91.42 1+ 0.42%

D. Wu, D.-N. Lin, V. Chen, H.-H. Chen. ICLR 2022.

Y.-W. Kao and H.-H. Chen. MIT Neural Computation 2021. *



Parametric spectral clustering (1/2)

Spectral Clustering
= Pro: effective for non-linearly clustering
= Con: high computational costs and memory usage

Proposed Parametric Spectral Clustering (PSC)
= Learns to project data into spectral space

= Supports incremental clustering by updating
clusters without retraining the entire model

= Efficient for real-time scenarios with dynamic
datasets

39
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Parametric spectral clustering (2/2)

SC vs. PSC: computation cost and accuracy

= Faster, memory-friendly, little (or no) sacrifice on

dCCUracy

Method Execution time (s) Peak memory usage (MB) ClusterAcc

SC 2462 5331 0.794 £0.04
PSC (r=1/6)  Inicince: 0.443 £ 0.027  Infrence: 92,83 4 Logs 0782 % 0076
PSC (r=2/6) Jirenee: 0419+ 0085  Infernee: 92,65 2.0  0739% 0089
PSC (" =58/6)  yerenee: 0,437 +0.048  Inferencer 06.21 & 1.7a5 0764 0041
PSC ("= 4/6)  iesenee: 0.379 £ 0.08  Inforenees 96.84 & 2.271 0775 % 0046
PSC (r=5/)  Infince: 0.401 20036  Infeence: 96.6 £ 215 08190039

J.-C. Chen and H.-H. Chen. IEEE International Conference on Big Data 2023
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AU PRC scores of detecting active and low active spammers

ELiSEy)

|t

£ (1/3)

active users

inactive users

diff

XGBoost
LightGBM

Random Forest

0.8892
0.7421
0.8317

0.5157
0.4888
0.5147

0.3735
0.2533
0.3163

(BIRFIEASMORIEER [

A

ae | HIIS?

Percentile of

# normal CDF of normal accounts

CDF of spammers

Group active value Active value accounts (a) # spammers (b) () — ()
G1 (0%, 10%) 0-18 4112 9% 222 24% 15%
G2 [10%, 20%) 19-45 4418 20% 163 42% 22%
Gs [20%, 30%) 46-84 4508 30% 86 52% 22%
G4 [30%, 40%) 85-135 4223 40% 59 58% 18%
G5 [40%, 50%) 136-211 4453 50% 57 64% 14%
Ge [50%, 60%) 212-315 4096 59% 76 73% 14%
Gr [60%, 70%) 316-494 4320 69% 112 85% 16%
Gs [70%, 80%) 495-817 4368 79% 67 92% 13%
Go [80%, 90%) 818-1663 4638 90% 51 98% 8%
G1o [90%, 100%] > 1664 4554 100% 19 100% 0%

R.-Y. Wang and H.-H. Chen. IEEE International Conference on Web Intelligence 2023
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{SRHEERRYEEE (2/3)

{5
&Z_ =V

111!'1\%*7%%%%%% EJZ%NX?— E 1 I/\J{EEIEEM-I n\n == }5‘2

AUPRC scores of detecting less active and highly active spammers

|| [0%, 10%) [10%, 20%) [80%, 100%]

XGBoost 0.52 £+ 0.01 0.48 £+ 0.03 0.89 £+ 0.01
LightGBM 0.49+0.02 0.40+0.04 0.74+0.02
Random Forest 0.51 +0.03 0.27+£0.02 0.83 £+ 0.02
Fully Connected 0.35+0.06 0.384+0.05 0.75+0.03
ConvNet 0.17+0.06 0.26+0.14 0.80%+0.33
Soft Voting [22] 0.40 £0.01 0.43+0.01 0.76 £+ 0.01
Hard Voting [22] 043 +0.02 0.474+0.02 0.70+0.03
Stacking [22] 0.42 +0.01 0.47 +0.03 0.67 £ 0.01

GNN*E’-TU

EJE GNN 188U . GNNEEFSH

IR

i
5

J{EEIEE&'"\H—

GNN vs. XGBoost (best among non-GNN models)

| [0%, 10%) [10%, 20%)  [80%, 100%]
XGBoost || 0.5240.01  048+0.03  0.89+0.011%
GCN 0.66+£0.18  0.38+0.13  0.72+0.07
TAGCN (K =1) || 0.64+0.04  0.79+£0.06 0.89+0.07 t
TAGCN (K =2) || 0.68+0.02 0.84+0051 0.89+0.081t
TAGCN (K =3) || 0.71+0.041 0.80+0.07 0.89+0.06 1t
GAT 0.624+0.09  0.77+0.05 0.89+0.06 t

42
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(SENESRRILTE (3/3)
ARSEC ER TR

BT
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"\ |—_ Ea
AUPRC scores of the models when including social features
Type | Model | [0%, 10%) [10%, 20%) [80%, 100%] | [0%, 100%]
XGBoost 0.83 £ 0.01 0.74+£0.03 0.90£0.02 | 0.86 £ 0.00
LightGBM 0.86 £0.02 0.7240.05 0.88 £ 0.02 0.82 4+ 0.00
Random Forest 0.85 1+ 0.01 0.56 & 0.05 0.85 4+ 0.02 0.79 4+ 0.00
Non-GNN-based models Fully Connected 0.53+0.07 0.5140.06 0.76 = 0.05 0.64 = 0.04
(including social features) ConvNet 0.43 4+ 0.09 0.68 £ 0.07 0.83 + 0.04 0.66 &= 0.06
Soft Voting [22] 0.69 4 0.00 0.56 4 0.01 0.76 £ 0.01 0.72 £ 0.00
Hard Voting [22] 0.67 £ 0.01 0.63 £ 0.02 0.70 £ 0.03 0.74 £0.01
Stacking [22] 0.54 £ 0.02 0.56 4+ 0.03 0.67 = 0.01 0.69 £ 0.02
GCN 0.62 £ 0.08 0.52 £ 0.05 0.83 4 0.08 0.69 4+ 0.03
GNN-based models TAGCN (K =1) | 0.79+£0.03 0.97+0.05 0.99+0.04 | 0.92+0.01
(including social features) TAGCN (K = 2) 0.82+£0.03 0.98+0.02 0.994+£0.03 | 0.93 £0.02
& TAGCN (K =3) | 0.85+0.02 0.98+0.03 0.98+0.01 | 0.94+0.01
GAT 0.734+£0.06 0.91+0.06 0.9210.07 | 0.87 £0.05

R.-Y. Wang and H.-H. Chen. IEEE International Conference on Web Intelligence 2023
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=T REIESSPETRE] - supervised

learning-based

10,000+ Z3FREAIZS (in 2021), 1B
MEELER Sl s

SEERIIR, 1B ATIPRARERS
B LAESEEER
JgGraphlcaI Convolutional Network »
SRR R A R e T T
EBEZEZIEJ B : &

Iﬁﬁléffﬂi“' 2018 FFRIERD Er

T AP *B"2018:_5J%:.:12)§1«_1ﬁ
144{@E Iy, Liaktasst SR Hua IR

P74\ l‘
i 22-

" 28@?@%‘
" 116{EILERE | | | .
?ZWHL/LUZBJ&@ZaﬁHZHEQ £ E-’%‘-{g 119 120Longitude121 122

JI,\7—|—I£ {&73

D. Wu, T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 23(15), 2023 (Featured article) ,,
T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 22(3), 2022
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B EnatE — AUROC 99 E0

Type Model ROC mean ROC std
ADF-5 (5 =& [6] HFANESEIE) 0.624 0.0
Rule based
ADF-10(ROC Best) 0.694 0.0
Random Forest 0.6878  0.006261
Lasso 0.7000  0.015652
. Ridge 0.7085  0.013472
ML (fH: &
(I8 AR TCN 0.7066  0.007701
DNN 0.6940  0.007211
LSTM 0.7090  0.007211
_ GraphWaveNet 0.7260 0.010826
ML ([
(E5150) STGCN 0.7214  0.018569

D. Wu, T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 23(15), 2023 (Featured article) ,-
T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 22(3), 2022



B A= — Precision@k

Precision@k' %”Zii_n%ﬁ‘if' taR e kAl
= I E MRERY AL A JJIEEJEMEI:B

Type Model P@10 P@20 P@30 P@40 P@50
B A 1K A 0.194 0.194 0.194 0.194 0.194
ADF-5 0.300 0.350 0.270 0.330  0.320
Rule based
ADF-10(ROC Best) 0.500 0.500 0.400 0.380  0.320
Random Forest 0.380 0.370 0.400 0.342 0.320
Lasso 0.580 0.430 0.394 0.370  0.320
Ridge 0.600 0.433 0.395 0.375 0.337
ML(EE S
(RIEEH) TCN 0.600 0.410 0.412 0.338  0.320
DNN 0.500 0.430 0.374 0.344 0.312
LSTM 0.600 0.410 0.368 0.332  0.336
GraphWaveNet 0.600 0.417 0.417 0.380 0.353
ML (B %) paTTaY
STGCN 0.640 0.450 0.398 0.386 0.360

D. Wu, T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 23(15), 2023 (Featured article) ,.
T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 22(3), 2022



ER4LEH _ Recall@k

Recall@k: &5 %1&)’“ R k&),
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BRI E S A E R A RA R JJIJ_'T%ZE (281&]) RILKIE
Type Model R@10 R@20 R@30 R@40 R@50
PR A e 0.069 0.139 0.208 0.278  0.347
Rule based ADF-5 0.110 0.250 0.290 0.460 0.570

ADF-10(ROC Best)  0.180  0.360 0.430 0.540  0.570
Random Forest 0.136 0.266 0.428 0.484 0.570
Lasso 0204 0.306 0.422 0.524 0.570
Ridge 0.210 0.308 0.423 0.533  0.603
ML B S TCN 0.212 0.296 0.442 0.476  0.570
DNN 0.180 0.308 0.398 0.484  0.560
LSTM 0214 0.293 0.394 0.474  0.600
ML (B %) GraphWaveNet 0.214 0.300 0.447 0.543 0.630
STGCN 0.230 0.322 0.428 0.550 0.642

D. Wu, T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 23(15), 2023 (Featured article) /-
T.-H. Lin, X.-R. Zhang, C.-P. Chen, J.-H. Chen, H.-H. Chen. IEEE Sensors Journal 22(3), 2022



=T RHIREEEFRE] - semi

supervised learning-based

10000+ {E=;FRHIgsF, RE144EEB [L

wml B [BP&E] ANEEDS

Fully supervised learning: {28 144 £3)||4%5¢

ot

Semi-supervised Iearnmg NS EE

ELp=

EI%?SHAZ, R BIRELR ’Jffﬂ,\

FE(FE: Rikan

48



e ~N

= =

a:

RIS HPETE ] - semi-

supervised learning-based

P he 1 ki 0.1940 + 0.0000
EHEESEE N EA! ADF-5 0.2900 + 0.0000
ADF-10 0.4400 + 0.0000
il BoOOE  SREBAEER KRR ER
linear regression 0.2769  0.3137  0.3339  0.3163
ridge regression 0.3214  0.3876  0.3337  0.3159
BB LAY random forest 0.3290  0.4292 0.4471 0.4588
SSDO with iforest 0.3374 0.4555 0.3061 0.2883
SSDO with COP-kmeans 0.3399 0.5158 0.3177 0.2554
A Bl AL fE TR Isolation fores 0.1886 0.2003 0.2375 0.2578
SSDO with iforest 0.3712 0.4114 0.2645 0.3773
2 B Y SSDO with COP-kmeans  0.3640  0.4162  0.2809  0.3214
Deep SAD 0.8099 0.8048 0.3450 0.4215

FE(FE: Rikan

T FE#RERRERFHREHPR-AUC
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Extended Clickstream

Weblog approximately records only half of a user’s page visits

8.1% of the visits recorded in the weblog may not come from

a user’s conscious actions

Clickstream is an incomplete collection of users’ web visiting

Category ’ ICS + ECS _ CS ICS ' ECS  [Rank Diff

- Rank(1) Count Perc.(%) CDF(%)|Rank(2) Count |Rank Count Rank Count | (1)-(2)
Streaming Media and Download 1 1110256 17.57 17.57 3 558327 2 541878 1 568378 -2
Social Networking 2 929709  14.72  32.29| 1 608252 1 591064 2 338645 1
Search Engines and Portals 3 709671 11.23 43.52| 2 559254 3 456281 5 253390| 1
Education | 558183 8.84  52.36 5 304386 5 263847 3 294336 -1
Information Technology 5 449954 7.12  59.48] 6 200185 6 181300/ 4 268654 -1
Web-based Applications 6 390278 ().1.\ 65.66, 4 336890 4331990, 11 58288| 2
Games 7 379462 6.01  T71.67| 7 156351 7 145209 6 234253 0
Business 8 199455 3.16  74.83| 9 108063| 10 95567 7 103888 -1
Shopping 9 166820 264  77.47| 11 94739 11 86591 8 80229 2
File Sharing and Storage 10 163682 2.59 80.06/ 10 106536 9 102926 10 60756 0
Entertainment 11 153140 242 8248 8 117183 8 113604, 14 39536 3
Reference 12 152565 241  84.89 12 86090| 12 78747 9 73818 0
Web-based Email 13 113965 1.8 86.69| 13 68743 13 66548 12 47417 0
News and Media 14 99934 1.58 88.27| 14 67278 14 65898 17 34036 0
Newsgroups and Message Boards| 15 71043 1.12 89.39| 16 35037 17 31629 15 39414| -1
Pornography 16 68720 1.09  90.48 15 42031 15 39897 18 28823 1
Personal Websites and Blogs 17 68312 1.08  91.56| 20 25497 20 24055 13 44257 -3
Instant Messaging 18 62816 0.99 92.55 18 29973 18 28458 16 34358 0
Auction 19 55353 0.88  93.43| 17 33344 16 325040 20 22849| 2
Travel 20 48802 0.77 94.2 19 29955 19 24893 19 23909 1

C.-Y. Hsu, T.-R. Chen, H.-H. Chen. ACM Journal of Data and Information Quality 14(2),
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T.-Y. Kuo and H.-H. Chen, PAKDD 2023.



{E A2 855 4RERY (2/2)

WPEEZ < (B A CiEBEA4RE
DNN model 5 overfitting
Dretrain and finetune B 349

vetrel (BfFSAO75IE) B LT

3

S3Z5 )

EE]

R, BIAEE

Type || Algorithm SMAPE MSE Algorithm SMAPE MSE
Our method Petrel (averaged) 0.44 5264.34 || Petrel (averaged) 0.33 6164.38
Petrel (weighted) 0.44 5258.34 | Petrel (weighted) 0.32 6002.32
ConvNet 0.83 176593.87 ConvNet 0.94 166951.8
DNN models LSTM 1.02 497312.33 LSTM 1.11 323712.95
Transformer 1.08 579188.89 Transformer 1.20 637955.96
P&F ConvNet 0.44 5425.77 P&F ConvNet 1.45 241890.91
DNN with pretraining and fine-tuning P&F LSTM 0.52 7394.09 P&F LSTM 1.23 1292454.44
P&F Transformer 0.47 9311.75 | P&F Transformer 0.81 1357013.58
P&F MLP 0.68 31934.92 P&F MLP 1.18 242234.14
SRS S~ —_—
BrlsE— BRE"

T.-Y. Kuo and H.-H. Chen, PAKDD 2023.
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E-commerce object and behavior
embedding (Behavior2Vec)

Predict a user’s next N
clicked item

Canon

1- Panasonic

Predict a user’s next
purchased item ) et M

Discover the relationship = s
between items \

= E.g., Canon’s camera body R 6 i :

: Canon’s lens = Nikon’s Figure 1: Vectors from the camera body

bodv : Nikon’ to the corresponding kit lens of different
camera body - INikon's brands. The vectors are generated by

lens Behavior2Vec

53
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Recommendation for near cold start

items

Near cold start item: items that are rarely
viewed

Recommendation for the near cold start items
is difficult because of the limited clues

Our RDF method alleviates this issue

Table 1: a comparison of the methods with RDF and without RDF

Dataset SVD linear-reg sqrt-reg log-reg || improve ratio range
Epinions 1.1997 1.0538 1.0538 1.0538 12.16%
MovieLens-100K || 0.9423 0.9422 0.9422 0.9422 0.01%
FilmTrust 0.8465 0.8194 0.8194 0.8223 2.86% to 3.20%
Yahoo! Movies 3.0799 2.9892 3.0129 3.0127 2.18% to 2.94%
AMI 1.1450 1.1405 1.1405 1.1405 0.39%

54

H.-H. Chen and P. Chen. ACM TKDD 20109.



Train and evaluate recommender

systems in the right way

Show 4 common errors in training and
evaluating recommender systems

Propose solutions or work-arounds for these

1256 1/29 2/2 2/6 2/10 2/14 2/18
date

M

1256 1/29 2/2 2/6 2/10 2/14 2/18
recommendation revenue date

total orders

CTR

recmd orders

Green: channel with a recommendation
Blue: channel w/o recommendation
55

H.-H. Chen, C.-A. Chung, H.-C. Huang, W. Tsui. ACM SIGKDD Explorations 2017.



Co-learning user’s browsing tendency
of multiple categories

Instead of predicting each target variable
independently, our MFMT method
simultaneously learns multiple targets in one
model

Table: F1 scores of different models on different target categories

model shopping traveling restaurant and dining entertainment games education

kNN 0.574 0.615 0.528 0.440 0.492 0.484
Logreg 0.578 0.489 0.501 0.402 0.441 0.437
SVM 0.576 0.391 0.410 0.399 0.409 0.385
MFMT 0.584 0.570 0.561 0.479 0.531 0.515
(win) (win) (win) (win) (win)

56
G.-J). Bai, C.-Y. Lien, H.-H. Chen. IEEE/WIC/ACM International Conference on Web Intelligence 2019



User personality and demographic profile
prediction based on browsing logs

Table: errors of the personality test score prediction based on the
supervised learners with and without the preprocessing step

Method Supervised regressor Clustering + supervised regressor (win)
Prediction target || HH Neu Ext Agr Con Ope HH Neu Ext Agr Con Ope
Lasso 5.832 5.87 5.881 5.71 5.406 5.607 || 5.411 5.469 5.435 5.435 5.022 5.131
Ridge 5.845 5.981 5.891 5.795 543 5.646 || 5.43 5.404 5.38 5.325 5.027 5.052
Elastic net 5.813 5.769 5.743 5.622 5.366 5.44 5.417 5.383 5.422 5.317 5.022 5.095
SVR 5.789 5.78 5.746 5.643 5.232 5.38 5.432 5.623 5.402 5.328 5.048 5.165

Table: MicroF1 scores of the demographical info prediction based on
the supervised learners with and without the preprocessing step

Method Supervised classifier Clustering + supervised classifier (mostly win)
Prediction target Age | Gender | Relationship || Age | Gender | Relationship

Baseline 0.388 | 0.545 0.474 0.411 | 0.598 | 0.476

KNN 0.427 | 0.594 0.478 0.435 | 0.618 | 0.482

Random Forest 0.453 | 0.697 | 0.488 0.419 | 0.687 0.512

Logistic Regression || 0.427 | 0.697 | 0.476 0.457 | 0.675 0.498

SVM 0.388 | 0.591 0.474 0.411 | 0.642 | 0.512

57
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Accelerating MF by

Overparameterization

Overparameterization
significantly accelerates
the optimization of MF

SGD

o

" Theoretically derive that
applying the vanilla SGD
on OP_MF is equivalent
to using GD with

e
oo

Adagrad

OP_SGD

e
o3}

OP_Adagrad

Relative MSE after 50 epochs
(smaller is more accurate)

RMSprop Ad.am

bt
-~

Adadelta

OP_Adadelta

momentum and bl L

adaptive learning rate I R
Relative training time per epoch (smaller is faster)

on the standard MF

model

P. Chen and H.-H. Chen. DelLTA 2020.
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Public transportation optimization

Predict the taxi demand in real time by deep learning

Model RMSE MAPE

Average 8.845+7.9434 0.0840 +0.000413
ARIMA 15.585+£20.8253 | 0.1660 +£0.018033
ridge regression 10